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Executive Summary 
Energy security, availability, and reliability are among the greatest challenges facing the nation 
and the planet. An abundant potential source of energy resides in the fundamental atomic 
building blocks of the universe in the form of nuclear fission and fusion reactions. In fact, energy 
from nuclear fission currently provides the majority of the world’s zero-carbon electricity, and 
future fusion energy systems offer great promise; carbon-free nuclear energy technologies can 
be key to the world’s decarbonized energy future. Although contemporary fission systems use 
well-established technologies to supply safe and efficient baseload power, they could be more 
fuel efficient and less costly. Moving beyond massive light-water fission reactors to a variety of 
advanced nuclear systems—which will vary in size and operate in extremes of temperature, 
corrosivity, and other parameters—will place stringent conditions on materials and chemical 
systems. New demands will be placed on the coolants and solvents, the materials, and the 
monitoring tools used in these reactors. Fusion-based nuclear energy will require superior 
materials to withstand extremely high temperatures, plasma exposure, radiation damage, and 
implanted gases. The advantages associated with these new fission and fusion technologies will 
be realized only through continued advancements in the fundamental science underpinning our 
knowledge of the physics and chemistry of nuclear systems gained via improved experimental 
and computational methods. 

In July 2022, the U.S. Department of Energy’s Office of Basic Energy Sciences—in coordination 
with the Offices of Nuclear Energy, Fusion Energy Sciences, and Advanced Scientific 
Computing Research—held a virtual roundtable titled “Foundational Science to Accelerate 
Nuclear Energy Innovation” to discuss the scientific and technical barriers for advanced nuclear 
energy systems. Five priority research opportunities were identified to address these scientific 
and technical challenges and to accelerate progress toward the realization of next-generation 
fusion and fission energy systems. 

The foundational science gaps inhibiting the advancement of nuclear energy technologies are 
identified and tackled in five priority research opportunities. These opportunities pave the way to 
accelerate the development and ultimately the adoption of new nuclear energy systems. They 
include the fundamental aspects of ion-electron interactions; novel properties of next-generation 
coolants and solvents; interfacial dynamics, not only in solids, but in other aspects of nuclear 
reactors; novel operando and in situ monitoring and sensing; and artificial intelligence to 
accelerate condensed phases discovery. Building on the foundation established by previous 
Basic Energy Sciences workshops, these opportunities encompass recent advances in 
fundamental knowledge and focus on the experimental and computational methods needed to 
resolve major technical challenges for nuclear energy technologies. Through developing 
fundamental scientific insight as well as pushing the frontiers of modeling complex systems and 
probing the operation of materials and chemical systems in extreme environments, research 
motivated by the priorities identified here will further develop the promise, potential, and 
utilization of nuclear energy for a clean energy future. 
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Priority Research Opportunities to Accelerate Nuclear Energy Innovation 

Master complex electronic structures to tailor thermochemical reactivity, transport, and 
microstructural evolution 

Key question: How do we elucidate, predict, and harness coupled electron–ion dynamics to 
enable discovery and deployment of novel materials, coolants, and solvents for future fission 
and fusion energy? 

Chemical and materials phenomena in nuclear systems have historically been described 
through atomic and molecular interactions, with limited consideration of sub-atomic electron 
structures. However, electronic interactions fundamentally govern the nature and energy of 
bonding, transport, defect energies, and phase stability of solids and liquids. Bridging quantum 
physical considerations from electron–ion and electron–electron interactions to bulk phenomena 
like mass transport and mesoscale restructuring is necessary to understand evolution of matter 
in nuclear environments and to predict phase dynamics and thermophysical properties of liquids 
and solids in nuclear systems. Harnessing these interactions will subsequently enable tuning of 
materials and chemical performance under coupled extremes. 

Interrogate and direct the physics and chemistry underpinning next-generation coolants 
and solvents 

Key question: How can we probe and control the physics and chemistry of coolants, solvents, 
and their solutions in the harsh environments associated with nuclear energy? 

Advanced nuclear technologies will require the deployment of next-generation coolants and 
solvents. Ionic and organic liquids, molten metals and salts, and gases display fundamentally 
divergent properties from aqueous solutions, challenging currently established paradigms in 
actinide and radiation chemistry. We must understand how differences in the fundamental 
physical and chemical properties of these coolants and solvents influence their behavior under 
extreme conditions. Mastering these behaviors also requires the ability to dynamically 
characterize and manipulate the chemistry of solutes, including actinides, fission and corrosion 
products, and process molecules. 

Elucidate and control the underlying physics and chemistry of interfaces in complex 
nuclear environments 

Key question: How do we harness dynamic interfaces to tailor robust materials and processes 
for next-generation nuclear reactors? 

Interfaces play a fundamental role in many innovative energy technologies. However, for 
nuclear energy applications, long-standing research challenges remain and must be overcome 
to harness the power of interfacial processes. Understanding interfacial properties associated 
with radiation effects in materials, radiolytic effects in coolants and solvents, plasma-materials 
interfaces in fusion reactors, and liquid–liquid interfaces in molten salts or liquid metals is 
essential to predict and mitigate degradation of materials for fission and fusion reactors. 
Ultimately, the design of new types of compositionally diverse and dynamically evolving 
interfaces is needed to enable and control the processes occurring in extreme environments. 
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Bridge multifidelity and multiresolution experiments, computational modeling, and data 
science to control dynamic behavior 

Key question: Which novel techniques can be coupled to provide operando and in situ 
measurements to better understand and control dynamical properties, behaviors, and processes 
for extreme nuclear energy environments? 

The dynamic evolution of nuclear material systems is intrinsically multiscale. Although the 
creation of radiation damage occurs over picoseconds, subsequent interactions occur over 
much longer times and lead to microstructural changes over multiple length scales. Similarly, 
the chemistry of molten salts, solvents, and coolants evolves following complex reaction 
networks whose elementary steps are realized over vastly different time scales. Clearly, the 
overall dynamic evolution of complex nuclear systems cannot be captured by isolated 
experimental probes and modeling approaches that only capture narrow time- and length-
scales. Instead, a complete picture can be painted only by correlating and fusing multiple 
sources of operando experimental and modeling data, simultaneously characterizing the real-
time evolution of a target system. 

Harness artificial intelligence to design inherently resilient condensed phases 

Key question: What defines self-resilient mechanisms and how can they be discovered in 
nuclear materials and chemical systems in coupled extreme environments? 

A critical factor in the deployment of advanced nuclear reactors is the development of materials 
and coolants that are resilient against aggressive environments. However, the discovery, 
improvement, and assessment of materials resistant to extreme environments is complex and 
costly. Bottom-up multiscale modeling frameworks promise to aid experimental exploration of 
new materials. Unfortunately, such scale bridging is plagued by uncertainty propagation across 
scales and can incorporate only known physics, preventing the effective use of computational 
approaches for the discovery of novel materials. Breaking this conundrum necessitates the 
development and use of pioneering predictive methods enabled by data from high-throughput 
experiments coupled with machine learning and artificial intelligence. 
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1. Introduction 
Clean energy is imperative for the future of the nation and of the world. Despite increased adoption 
of intermittent renewables such as wind and solar for electricity production, fossil fuels continue 
to dominate the world energy mix, comprising nearly 80% of overall energy production. [1] Nuclear 
energy provides 10% of the world’s electricity and is the second-largest source of carbon-free 
electric power worldwide.[2] In the U.S., 92 power reactors produce 18% of the nation’s electricity 
and half of the nation’s carbon-free power.[3] In addition to its carbon-free advantage, nuclear 
power is the most reliable source of electricity available; it has a U.S. capacity factor(a) of more 
than 90% (see Sidebar 1). Nuclear fission’s firm baseload power is critically important for reliable, 
economical energy supplies and grid stability today and into the future. Although still in their 
infancy in comparison with nuclear fission, nuclear fusion concepts further extend the promise of 
abundant, inexpensive, and carbon-free energy. Simply stated, nuclear energy can play a key 
role in enabling the future decarbonized energy system. 

 

The future of fission nuclear energy will look very different from today’s suite of massive light-
water reactor plants. Advances in fundamental science are enabling the development of simpler, 
smaller, and more nimble nuclear reactor designs, often operating at higher outlet temperatures 

 
(a) The capacity factor defines how often a given energy source is producing energy at maximum power. 

SIDEBAR 1—NUCLEAR ENERGY IN THE U.S. The U.S. is the world’s largest producer of nuclear power, 
accounting for more than 30% of worldwide nuclear generation of electricity. Nuclear is also the single 
largest source of clean power in the U.S., where the resulting emission-free electricity helps avoid more 
than 470 million metric tons of carbon each year. Although nuclear energy is recognized as a reliable, 
clean, and safe source of energy,[4] almost all of the U.S. nuclear-generating capacity comes from reactors 
built between 1967 and 1990, and the challenges of sustained reliance on nuclear energy are associated 
with high construction and operation costs as well as public apprehension about safety and nuclear 
waste disposal. Higher efficiency and enhanced safety characteristics will only be achieved through 
continued fundamental science advancements. Additionally, fusion energy is seeing ever greater 
investment and promises to contribute to the U.S. nuclear energy portfolio.  

 

 

Most reliable U.S. energy source:
93 nuclear reactors operate in 28
states with a 92.7%capacity factor

Largest U.S. clean energy source:
50%of  total carbon emission-f ree 
electricity 

Powers over 70M U.S. homes:
Nearly 800B kWh per year or 18% 
of  total electricity in the U.S.

Large economic footprint:
Nearly 0.5M U.S. jobs and $60B/yr
contribut ion to U.S. GDP

Unmatched fuel energy density:
1uranium pellet  equivalent to 
17,000 f t3 natural gas, 120 gal oil,  
or 1 ton of  coal

Established safety:
1000x safer operat ing record 
relat ive to convent ional energy 
sources
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(i.e., higher thermal efficiency) and lower pressures, that will produce either process heat or 
electricity for a variety of energy applications (see Sidebar 2). More-efficient fuel and advanced 
materials and designs will provide enhanced safety characteristics. The advantages associated 
with these new technologies will be realized through continued advancements in the fundamental 
science underpinning the knowledge of the physics and chemistry of nuclear interactions in 
materials. 

In parallel, recent advances[5] reinforce the potential of nuclear fusion technologies for future clean 
energy, but with technologies such as inertial confinement fusion, the path to commercial energy 
production is still long.[6] Fundamental science advances are essential to build upon decades of 
R&D and to engineer fusion reactions into operating energy production facilities. Energy yield 
from controllable fusion technologies has increased significantly in recent years for both magnetic 
and inertial confinement fusion systems, but engineering energy parity is still an aspirational 
goal.[7] The synergies between the fundamental science needed for practical fusion energy and 
enhanced fission systems are remarkable; enhanced scientific understanding will benefit both 
fission and fusion. 

 

All nuclear energy systems—fission and fusion—are defined by some of the most extreme and 
hostile environments imaginable (see Sidebar 3). High temperatures and temperature gradients, 
extreme fluxes of energetic particles, radiolysis, corrosive attack, heavy elements, radionuclides, 
and large concentrations of generated and implanted gas species are just some of the features 
that define extreme nuclear environments. All components of these systems—the structural and 
fuel materials; the coolants, solvents, and liquid fuels; and the plasmas in fusion systems—
experience dramatic evolution as a consequence of being exposed to these extreme conditions, 

 
(b) HALEU fuel, by definition, contains, or is enriched by, 5%–20% uranium-235. By contrast, LEU (low-
enriched uranium) fuel has less than 4.95% uranium-235. 

SIDEBAR 2—FISSION AND FUSION REACTOR CONCEPTS. Industry and government-funded R&D has produced 
numerous new fission reactor designs that have advanced to the development and demonstration 
stages. Microreactors are planned to be small (<30 MWe), factory-built, and transportable. Although the 
current nuclear fleet relies on light-water reactors (LWRs) that use low-enriched uranium (<5% 235U), 
most microreactor designs use high-assay low-enriched uranium (HALEU) fuel(b) and have a variety of 
non-LWR core designs ranging from high-temperature gas reactors to molten salt reactors (MSRs). 
Proposed small modular reactors have larger electric output (a few hundred megawatts electric) and 
include concepts such as LWRs (VOYGR), high-temperature gas-cooled reactors (Xe-100), and sodium 
fast reactors (Natrium). The majority of commercial fusion concepts focus on magnetic plasma 
confinement, typically using tokamak designs, with a smaller number of companies exploring inertial 
confinement and other fusion concepts.  

 
XCIMER 

INERTIAL FUSION ENERGY
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often to the detriment of performance. Materials exhibit severe changes in microstructure and 
phase structure upon irradiation, corrosion, and exposure to plasmas, often with macroscopic 
consequences such as swelling, embrittlement, and fragmentation. Liquids experience radiolysis 
and changing chemistry as new species are leached. Plasmas degrade as they are contaminated 
by dust from the structural materials. Understanding these effects presents unique challenges 
because in situ diagnostics are typically not robust enough to survive hostile environments or are 
unable to probe relevant regions of the system. Thus, an essential need exists for fundamental 
science to advance knowledge and capabilities of how these extreme environments affect the 
component materials and liquids and how researchers can measure that effect. 

 

In 2017, the Office of Basic Energy Sciences (BES) of the U.S. Department of Energy (DOE) 
hosted a workshop on the Basic Research Needs for Future Nuclear Energy. Participants 
identified five priority research directions (PRDs) in the areas of the design of molten salts and 

SIDEBAR 3—EXTREME ENVIRONMENTS. The condensed phases present in both fission and fusion 
environments are subjected to a number of extreme environments that limit their durability and, thus, 
their lifetime. In fission environments, radiation damage affects the fuel, structural materials, and 
coolant. At the same time, the coolant can corrode the solid materials, and these effects can be 
synergistic with radiation damage effects. Radiation damage produces large concentrations of 
nonequilibrium defects that not only drive microstructural and chemical evolution in the materials but 
also radiolysis in the liquids. Furthermore, those defects couple with the mechanisms that drive corrosive 
attacks. Species can leach from solids into liquids that change the chemical compositions and associated 
properties of both phases. 

Similarly, in fusion systems, the interaction between the plasma and the wall is an extremely hostile 
environment. The plasma produces a large amount of particles that implant into the wall materials, 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

forcing the evolution of bubbles 
and surface instabilities that 
create high-Z dust in the plasma. 
This phenomenon is
accompanied by high heat loads 
that, particularly during 
transients, can be extremely 
large. Redeposition of species 
eroded from other parts of the 
fusion device can lead to the 
formation of new alloys with 
different properties that can
also degrade performance. At the 
same time, neutrons cause 
damage in structural
components of the device.

Basic Energy Sciences Roundtable



4 

liquid fuels, mastering hierarchical materials for nuclear environments, tailoring interfaces to 
control the impact of those environments, revealing multiscale processes in coupled extreme 
environments, and identifying and controlling rare events in extreme environments. Although 
these PRDs are still very much relevant, as discussed earlier, dramatic advances have occurred 
in nuclear energy systems since that report that demand a reassessment of basic research needs 
for the advancement of nuclear energy. At the same time, significant advances have occurred in 
computing, epitomized by the development of exascale computing platforms, algorithms, and 
software; in situ and operando sensing and diagnostics; and artificial intelligence (AI)/machine 
learning (ML) as applied to condensed phase systems to understand fundamental properties as 
well as discover new materials. Finally, recent years have seen a resurgence in novel materials 
such as complex concentrated alloys/chemically complex alloys (CCAs)(c). All of these factors 
make a refresh of the 2017 report timely. These advances highlight four emerging scientific 
themes encompassing the many challenges posed by the development of modern nuclear 
technologies, listed in the following subsections. 

Materials discovery and resilience in advanced nuclear systems: Materials in nuclear 
systems are subjected to extreme and complex environments over their lifetime. This 
environmental condition requires the development of specific and tailored property responses, for 
which the underpinning science is lacking. Multi-objective design and functionality of materials for 
coupled extreme environments will require new scientific approaches, including multimodal 
characterization of defects in materials. Although nuclear environments present a variety of hostile 
conditions, most materials have been studied and adopted for use from the point of view of their 
performance against one metric (e.g. radiation tolerance or corrosion resistance). Many materials 
that have shown exceptional performance in one metric come with remarkably poor performance 
in others. With the exception of cases such as Hastelloy,[8] not many examples exist in which 
materials are simultaneously optimized against multiple performance metrics. Modern materials 
such as CCAs and heterostructured composites offer great promise for performance but are even 
more difficult to optimize against multiple metrics because the chemical and phase spaces are 
huge. Modern experimental and computational tools can help this issue. Similarly, understanding 
defects in materials, particularly those that are destined for use in extreme environments, is a 
grand challenge. Defects ultimately drive the evolution of materials in response to irradiation, 
corrosion, temperature, and stress. A complete understanding of these defects requires attacking 
them from multiple perspectives. Enhanced insight can be gained by integrating multiple 
experimental characterization techniques as well as computational approaches. The use of AI/ML 
can also bolster the quantity, quality, and speed of data generated through experiments and 
models. Combining multiple methods to enhance their strengths and minimize their weaknesses 
to more completely understand defects in materials will advance the ability to predict and design 
materials. 

Physical processes and chemical evolution in nontraditional coolants and solvents: 
Advanced nuclear fusion and fission technologies propose the use of next-generation coolants 
and solvents as fuels or coolants in their designs to achieve enhancements in operational safety 
and efficiency.[9] The incorporation of nonaqueous coolants and solvents is a transformational 
shift from the aqueous-based coolants and solvents currently employed. These next-generation 
coolants and solvents depart significantly from the thermodynamics of ideal solutions, making a 
description and prediction of their chemistry a scientific challenge. Therefore, this challenge 
requires fundamental knowledge of their chemical behavior and the structure and energetics of 
the solutions they form under the extreme conditions of heat, radiation fields, and compositional 
complexity. Current descriptions of solution chemistry and the understanding of the speciation, 

 
(c) These types of alloys are alternatively called high-entropy alloys (HEAs) or multiprincipal element alloys 
(MPEAs) depending on the details and the author. 
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reactivity, and interactions among solutes such as actinides and fission and corrosion products in 
these solvents require reevaluation. These nontraditional solvents represent new chemical 
systems and opportunities in which understanding interactions across multiple energy, length, 
and temporal scales is needed to sense, predict, and control their behaviors. Understanding the 
basic science of these complex systems in extreme radiation environments will lead to robust and 
specialized interrogation techniques that can probe multiple scales of time and length.  

Spectroscopic signatures and in situ sensing under extreme conditions: The dynamic 
evolution of materials and processes within nuclear systems is inherently multiscale, spanning 
broad energy, length, and temporal landscapes. The overall dynamical evolution of complex 
nuclear systems cannot, therefore, be elucidated by isolated experimental probes and modeling 
approaches that only capture narrow time and length scales. Instead, a thorough understanding 
will only be achieved through the correlation and integration of multiple sources of operando 
experimental and modeling data, simultaneously characterizing the real-time evolution of a target 
system. The development of new instrumental probe technologies for in situ—including in-
reactor—and ex situ sensing, combined with multimodal analysis frameworks that link these 
characterization experiments with models, is necessary to describe and predict processes at play 
and ultimately tune and control the dynamical evolution of nuclear systems.  

Computationally-driven discovery and accelerated data generation: A variety of 
computational advances that accelerate modeling, simulation, and data analysis will  improve the 
understanding of material and chemical properties associated with nuclear energy systems. 
Advances in AI/ML are particularly important; these fields are opening new opportunities to predict 
and interpret novel thermodynamics and kinetics phenomena related to condensed phases in 
extreme environments. Successful use of AI/ML in nuclear materials science requires the fusion 
of multiple data streams, uncertainty quantification and propagation, high-throughput 
computation, and scientific guidance of AI/ML algorithms. Nuclear materials science is also too 
data-poor to apply pure big data techniques to predict structure–property relationships, 
necessitating physics-based guidance for AI/ML application. AI/ML techniques provide more 
flexible numerical parameterizations compared with physics-based models. Additionally, AI/ML 
enables data extrapolation from simpler systems to extremely complex systems for which 
computations using physics-based simulations are daunting. When applied to multiple data types 
for a specific phenomenon of interest, fusing different types of data streams will allow for the 
extraction of scientific knowledge. At the same time, high-throughput data generation, whether by 
simulation or next-generation scattering facilities, is critically needed for simpler relationships that 
can be harnessed by combined AI/ML and physics-based algorithms. Nuclear systems require 
systems knowledge across orders-of-magnitude variations in both time and length. AI/ML 
techniques are useful for bridging those scales and in quantifying uncertainties at each scale and 
then propagating those uncertainties across scales. Finally, AI/ML techniques will aid in identifying 
features of interest from both experimental (e.g., transmission electron microscopy [TEM] images) 
and computational (e.g., molecular dynamics) datasets. At the same time, advances in exascale 
computing, both in terms of available computing power and the advent of algorithms that can use 
such resources, provide new opportunities for generating novel simulation data that provide 
fundamental insight as well as data to train AI/ML models. 

The roundtable: The DOE BES Roundtable on “Foundational Science to Accelerate Nuclear 
Energy Innovation” was held July 20–22, 2022.The roundtable participants were charged with 
defining the new insights needed from basic research to enable future scientific and technological 
advances in materials and chemistry that are required for advanced nuclear energy systems, 
including both fission and fusion. BES led the roundtable, in coordination with the Offices of 
Advanced Scientific Computing Research (ASCR), Fusion Energy Sciences (FES), and Nuclear 
Energy (NE), to establish fundamental scientific research objectives related to accelerating 
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progress in fission and fusion energy systems. Concerted engagement from multiple offices of 
DOE was instrumental in establishing a focused framework for roundtable participants to discuss 
how to overcome current scientific and technical barriers in advanced nuclear energy systems, 
as well as to ensure that the fundamental scientific directions had relevance to the technical 
concerns of the relevant stakeholders. As a result, five priority research opportunities (PROs) 
were identified, adding to the PRDs outlined in the 2017 report. Together, these PRDs and PROs 
define the directions that will establish the foundational science needed to advance innovation in 
nuclear energy technologies:  

● Master complex electronic structures to tailor thermochemical reactivity, transport, and 
microstructural evolution. 

● Interrogate and direct the physics and chemistry underpinning next-generation coolants and 
solvents. 

● Elucidate and control the underlying physics and chemistry of interfaces in complex nuclear 
environments. 

● Bridge multifidelity, multiresolution experiments; computational modeling; and data science to 
control dynamic behavior. 

● Harness AI to design inherently resilient condensed phases. 

Since the advent of nuclear energy technologies in the post-World War II era, the U.S. has led 
the global development and deployment of peaceful nuclear energy systems. Maintaining and 
enhancing that leadership is critical for energy production and nuclear security around the globe. 
Investing in the science foundational to nuclear energy technologies, both fission and fusion, 
cements the nation’s leadership position and provides important opportunities to lead innovation 
on the world stage. Because new nuclear plants have the potential to be dropped in locations of 
retiring fossil fuel facilities, enhanced use of nuclear energy for electricity need not require 
massive new infrastructure development. Using nuclear as a source of heat for industrial 
processes and energy storage provides previously unimagined levels of flexibility in future energy 
systems.  
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2. Priority Research Opportunities 

PRO 1: Master Complex Electronic Structures to Tailor Thermochemical 
Reactivity, Transport, and Microstructural Evolution 

Overarching Question: How do researchers elucidate, predict, and harness coupled electron–ion 
dynamics to enable the discovery and deployment of novel materials, coolants, and solvents for 
future fission and fusion energy? 

Extreme irradiation and corrosive environments in advanced nuclear systems are well -known to 
affect chemical and materials phenomena at the nano- through mesoscale. The underlying 
mechanisms controlling these phenomena have historically been described through atomic and 
molecular level interactions, with only limited consideration for subatomic electron structures. 
However, electronic interactions fundamentally govern the nature and energy of bonding, 
transport, and defect energies; phase stability in solids and liquids; and thermophysical properties. 
Thus, understanding the bidirectional relationship between electronic structure and 
microstructure—and their evolution under extremes—is essential to the design and discovery of 
novel materials, coolants, and solvents for advanced nuclear systems. 

Specifically, upon completion of a fission or fusion nuclear reaction, electromagnetic forces are 
the only fundamental forces actively controlling the fate of reaction products such as defects, 
decay products, ionization products, primary knock-on atoms, radiolysis products, gases, and 
fission fragments. Thus, bridging quantum physical considerations of electron–ion and electron–
electron interactions to bulk phenomena such as mass and thermal transport, including micro- 
through mesoscale restructuring, is necessary to enable understanding of material evolution 
under extreme, inherently nonequilibrium conditions. To achieve this goal, electronic interactions 
and their relationships to atomic and molecular structures must be elucidated to predict phase 
dynamics and thermophysical properties of liquids and solids in nuclear systems. In other words, 
explicit consideration of electronic structure and dynamics is critical for a fully descriptive and 
predictive understanding of nuclear condensed phases. Harnessing the science of electron–ion 
and electron–electron interactions will subsequently enable tuning of materials properties and 
performance under coupled external stimuli. 

1a. Summary 

Future nuclear fission and fusion energy systems require advances in nuclear materials, coolants, 
solvents, and fuels designed to perform safely, reliably, and economically through coupled 
thermal, corrosive, and radiation extremes. Basic research over the past two decades has made 
tremendous progress toward identifying the physical mechanisms that describe how materials 
evolve, restructure, and inevitably degrade in nuclear extremes and have consequently pushed 
the boundaries of practical engineering design limitations. This research has revealed a 
hierarchical relationship between atomic/molecular arrangements, micro- and mesostructure 
evolution, and their implications on materials properties and performance. However, many 
physical phenomena in nuclear chemistry and materials remain unexplained because this length-
scale hierarchy has yet to capture subatomic electronic structures and dynamics. 

Focusing on electronic structures and transitions presents an opportunity to accurately 
understand solid- and/or liquid-state evolution by bridging subatomic structural impacts to 
thermophysical and thermochemical properties under inherently nonequilibrium conditions, 
moving beyond fundamental equilibrium thermodynamics. This research opportunity motivates 
investigations of phenomena including mass transport effects that govern the accommodation of 
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light elements (e.g., hydrogen and helium) and fission products; excited state dynamics and 
kinetics that influence the development of irradiation damage cascades and defect accumulation; 
and physical properties (e.g., thermal, mechanical) of many-electron species in solids, solvents, 
and at complex interfaces over varied length and time scales.  

Recent research[10] has demonstrated numerous examples of multielectron solids and liquids—
including metals, intermetallics, ceramics, glasses, polar compounds, and nonpolar compounds—
that exhibit varied resilience to reactive environments and irradiation. [11] These materials hold 
promise for enabling novel reactor designs and closing the nuclear fuel cycle (d). However, a 
unifying explanation does not exist for the evolution of these varied material classes in nuclear 
extremes. Such a theory, if it exists, should be founded on the fundamental subatomic interactions 
common across all of these material classes. 

A demonstrative example of the 
underlying subatomic nature of 
materials’ resilience under extremes 
is the concept of ion irradiation 
damage in solids. Several key 
subatomic factors are at play. First, 
irradiating particles transfer their 
kinetic energy to the target material 
through nuclear and electronic 
energy losses (which itself is 
typically not treated in any 
fundamental manner). The relative 
extent of each is dependent on the 
incident ion energy at a given point 
along its trajectory. Additionally, at 
least some of the injected ions will 
come to rest within the target 
material, introducing additional 
interstitials and electronic charges 
that must be accommodated. 
Consequently, complex, 
multilayered defect microstructures 
are generated with different layers 
corresponding to differing levels of 
nuclear stopping, electronic 
stopping, and injected ions,[11] an 
example of which is shown in Figure 
1.  

In ceramic nuclear fuels, the 
additional introduction of extreme 
gradients in temperature and fission 
density lead to even further microstructural complexity known as the high-burnup structure (HBS), 
as detailed in Sidebar 4. Thus, electron-level physics play a critical role in the creation of 
irradiation damage, the subsequent mass transport to form irradiated microstructures, and the 
corresponding thermophysical property evolution. Understanding these foundational physical 
principles will enable researchers to explain the unique irradiation damage responses—and 

 
(d) A closed nuclear fuel cycle is one in which the spent fuel is reprocessed and reused. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 Figure 1. Correlation between Fe3+ irradiation damage and implantation pro�les in pure
iron. The result is multilayered, irradiated microstructure composed of dislocation loop rafts,
a transition zone, and a dislocation network zone, each corresponding to varying levels of
nuclear stopping, electronic stopping, and injected ions. Reproduced from Ref. [12]. 
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subsequently design irradiation damage resilience—across structural metals, ordered 
intermetallic structures, and compounds exhibiting varying degrees of bonding ionicity or 
covalency. 

 

 

The length and timescales of electronic interactions have thus far limited researchers’ abilit ies to 
characterize and predict these behaviors. However, the advent of exascale computing has 
improved the efficiency and accuracy of relativistic methods. The growth and adoption of AI 
methods (PRO 5) also improve the accuracy of interatomic potentials of many-electron systems 
and enable extraction of a multitude of data from theory and experiments. Additionally, 
improvements in length- and timescale resolution in electron microscopy, beamline or scattering 
techniques, and in situ monitoring enable breakthroughs in experimental evaluation of dynamic 
behaviors of electronic structures in extreme environments, which will be discussed in PRO 4. 
Collectively, these recent advancements in experimental and computational techniques present 
a timely opportunity to bridge length and timescales to elucidate and tailor nonequilibrium 
phenomena under combined extremes.  

SIDEBAR 4—HIGH-BURNUP STRUCTURE. The high-burnup structure (HBS) in oxide nuclear fuels is among the 
most complex materials challenges in nuclear systems because its genesis inherently links multiscale 
structures (i.e., bridging from the electronic to the mesoscale) to multiparameter operating 
environments with considerations for fission density, fission gas release, and thermophysical properties. 
As shown in the blue boxed regions of the ceramic fuel figure,[13] intergranular porosity occurs because 
of fission gas bubble nucleation, whereas in the pink boxed regions,[14] a combination of extreme-grain 
nanostructuring and gas bubble nucleation occurs. Density functional theory simulations have predicted 
the equilibrium positions and diffusivities of fission gas atoms in oxide lattices, but these predictions 
have not yet been comprehensively linked to the fuel restructuring and its implications on fuel pin 
integrity. Metallic fuels lend some insight to bridge electronic systems and enable the prediction of HBS 
in which a more uniform void structure is observed, as shown in the bottom right image,[15] potentially 
because of a more uniform thermal profile associated with the metallic nature of bonding.  
Researchers have identified the structures that form in oxide fuels as well as the approximate burnup 
level at which they begin to be observed. However, there remains no mechanistic understanding for why 
these structures form and the thresholds for which they appreciably degrade the fuel form. A 
fundamental understanding is needed to map these phenomena to fuels with varied electronic and 
microstructures, as well as for reactors with alternative fission spectra. 
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1b. Key Scientific Questions 

● How do varied, possibly nonequilibrium or metastable, electronic structures evolve under the 
coupled extremes of high temperature, corrosion, and irradiation? Can a single unifying theory 
capture these electronic effects across all material classes of interest to advanced nuclear 
systems? 

● How can one predict the fate of fission, fusion, and corrosion products in materials as a 
function of electronic structure? 

● What is the interplay and hierarchy among thermal, electronic, and ionic or atomic disorders? 
What is the effect of this hierarchy on micro- and mesoscale evolution under nonequilibrium 
dynamics? 

● How do the subatomic bond and electronic structure control the formation and evolution of 
irradiation defects? Conversely, how do defects affect bonding and electronic structure? 

● How do subatomic electron structures affect post-irradiation properties and performance, such 
as deformation mechanisms, order/disorder transformations, mass and thermal transport, or 
trapping of fission products?  

1c. Scientific Challenges and Research Opportunities 

● Advance experimental approaches capable of elucidating electronic structures, dynamics, 
and transitions under fission and fusion extremes. 

● Cultivate accurate and efficient computational methods capable of modeling and predicting 
electronic structures, dynamics, and transitions, accounting for their evolution over length and 
time scales relevant to fission and fusion environments. 

● Devise novel and integrated approaches that can correlate electronic structures to defect 
structures, and subsequent evolution of thermophysical properties, bond nature, and local 
environment. 

Advance experimental approaches capable of elucidating electronic structures, dynamics, 
and transitions under fission and fusion extremes. 
Direct experimental measurements of the electronic structure of materials are inherently 
challenging because of resolution limits associated with subatomic length scales. The dynamic 
evolution of materials at the electronic structure level under dynamic processes, such as 
irradiation damage or under steep thermal gradients, is even more difficult to capture because of 
the attendant picosecond timescales. 

Understanding fundamental irradiation damage physics in materials particularly requires 
techniques to probe the electronic structure evolution (or infer this evolution from thermal transport 
measurements) as well as the role of electronic structure on the development of irradiation 
damage. Until now, researchers have tended to explain irradiation damage somewhat 
phenomenologically because nuclear and electronic energy losses can have additive effects on 
the creation of irradiation damage in some materials, and they can have competitive effects in 
other materials.[16] However, recent work has suggested that energy dissipation processes must 
consider the temporal and spatial coupling of the electronic and ionic subsystems[17] if a unifying, 
material-agnostic theory is to be realized. In structural metals, for example, irradiation damage 
via nuclear stopping is generally understood through the binary collision approximation, which is 
based on simplified Newtonian physical assumptions. Consequently, irradiation damage 
predictions that are valid for structural alloys are not applicable to intermetallic compounds or 
concentrated solid-solution alloys exhibiting chemical ordering or complexity, [18] let alone 
compounds having varying degrees of ionic and covalent bonding or electronic localization (i.e., 
bond directionality).[17, 19] 
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Electronic structure and its evolution are also critical to understanding mass transport phenomena 
in advanced nuclear systems. In fusion reactors using deuterium–tritium fuel, for example, 
considerable generation of solid and gaseous transmutants is expected in materials exposed to 
14 MeV neutrons. In particular, iron-based alloys will be subjected to significant accumulation of 
helium and hydrogen atoms,[20] leading to far-from-equilibrium precipitation of these species into 
bubbles and voids, and segregation to grain boundaries, precipitate interfaces, and 
dislocations.[21] In tungsten alloys used in the divertor, high concentrations of transmutation 
rhenium, osmium, and platinum lead to accelerated precipitation of nonequilibrium, brittle 
intermetallic phases that severely affect materials’ performance.[22] Understanding the link 
between transmutant accumulation and their interactions both between themselves and with the 
material microstructure is also an important electronic structure problem with implications for 
reactor performance, operation, and lifetime. Similarly, in fission reactors, the nonequilibrium 
mass transport of hydrogen, transmutation products, and fission gases—through fuel and 
structural materials—is at the most fundamental level also dependent upon the electronic 
structure and spin-polarization.[23] Finally, macroscopic phenomena such as silver transport in 
tristructural-isotropic (TRISO) fuels[24] and fuel-clad chemical interactions[25] require experimental 
linkage to fundamental electronic structures to elucidate the mechanisms for observed, 
thermodynamically unexpected transport of fission products.[26] 

Advanced experimental techniques are necessary for characterizing electronic structure 
evolution, particularly in the presence of defects. Pair distribution function (PDF) analysis is a 
rapidly advancing technique for studying short- to medium-range order in materials.[28] X-ray PDF 
analysis can reveal structural evolution under irradiation (Figure 2a).[12] However, electron PDF, 
which can be conducted within a transmission electron microscope, is especially well-suited for 
materials having weak Bragg diffraction and higher diffuse scattering, such as disordered or 
amorphous materials and nanoparticles.[29] More recently, atomic electron tomographic 
reconstruction methods have experimentally determined the 3D atomic positions and short- 
through medium-range order of disordered solids.[30] Finally, positron annihilation spectroscopy is 
a powerful technique for determining the population and character of irradiation-induced defects 
in irradiated materials (Figure 2b).[27, 31] 

 
 
 
 
 
 
 
 
 

 

 

Figure 2. Advanced experimental techniques to characterize electronic structure evolution. (a) Example of the use of a PDF to discern irradiation
-induced di�erences in atomic correlation peaks for 3C-SiC irradiated to 29 displacements per atom at 500°C and 750°C, with (black curve) unirradiated 
control. Reproduced from Ref. [12]. (b, c) Examples of the use of positron annihilation spectroscopy to identify defect evolution in ion-irradiated iron 
�lms (unirradiated control shown in black curves), showing (b) cluster densities and (c) large cluster densities at varying irradiation doses. Reproduced 
from Ref. [27].
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Cultivate accurate and efficient computational methods capable of modeling and 
predicting electronic structures, dynamics, and transitions, accounting for their evolution 
over length and timescales relevant to fission and fusion environments. 
Accurately and efficiently capturing ion–electron interactions in computational and theoretical 
space is a persistent challenge that hinders researchers from precisely understanding defect, 
phase, and compound evolution under extreme environments. Even under thermodynamic 
equilibrium conditions, high-quality interatomic potentials for many-electron species typically do 
not exist. Consequently, inconsistencies exist between the phase diagrams and synthesized 
structures of 5f-electron compounds for solid- and liquid-phase nuclear fuel systems. For 
example, inaccuracies abound in the phase diagrams of uranium-bearing materials and fluids 
such as the systems of U–Si,[32] U–Zr,[33] and NaCl–UCl3.[34] Recent thermodynamic modeling has 
helped improve the accuracy of phase boundaries and identify new phase regimes (Figure 3a 
and Figure 3b).[33a] Nevertheless, experiments persistently reveal inaccurate temperatures and 
compositions for phase boundaries, as well as previously unknown miscibility gaps.[33b, 35] Another 
relevant example is that of iron and tungsten alloys being considered as structural materials in 
fusion devices. These materials are characterized, among other things, by the open structure of 
their crystal lattices, which is created by the nonmetallic bonding of their d- and f-electrons.[36] 
This structure questions the use of interatomic potentials based on formulations for close-packed 
metallic systems and opens the way to electronic structure–augmented theory formulations for 
these materials such as bond-order potentials,[37] the tight-binding method,[38] or Hubbard-
corrected density functional theory (DFT) approaches.[39] 

Subsequently subjecting these unpredictable many-electron compounds and complexes to 
nonequilibrium thermodynamic environments, such as irradiation under steep thermal gradients, 
further exacerbates and underscores the gaps in understanding of phase stability and evolution, 
including the effect of metastable phases and states of matter. For example, irradiation of solid 
actinide compounds accelerates phase transformations in a currently unpredictable manner and 
with unexpected morphologies.[40] Fission products and hydrogen also strongly influence phase 
stability of actinide compounds because of the subatomic interactions and accommodations within 
the lattice (Figure 3c).[35, 41] Beyond solid-phase stability, there are also gaps in understanding 
the evolution of liquid-phase fuels and coolants such as molten salts under irradiation extremes. 
Specifically, including subatomic interactions is necessary for establishing phase diagrams for 
molten salts, understanding actinide solubility, and accurately predicting the evolution of these 
systems under irradiation.[42] 

 

 
 
 
 
 
 
 
 
 

 
Figure 3. Examples of experiment–theory mismatches in phase diagrams. (a) U–Zr [from Ref. [33a]] and (b) NaCl–UCl3 [from 

Ref. [34]]; (c) interstitial sites for fission product accommodation in U3Si2 [from Ref. [32]]. 

(a) (b) (c)
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Current approaches include coupling finite difference methods with two-temperature models,[43] 
but these approaches are generally used for metals and are less effective for solids having 
directional bonds and varying degrees of ionicity. Furthermore, they are typically challenging to 
parameterize for arbitrary material choices. Time-dependent DFT methods are effective and 
state-of-the-art for predicting electron–ion effects but are computationally expensive for many-
electron systems and have limited applicability beyond ab initio conditions. Furthermore, 
extrapolating ab initio results to high-temperature is nontrivial. An opportunity exists to develop 
highly accurate reactive interatomic potentials and integrate them with fast ML methods to 
efficiently use data from DFT for training.[44] Accurate low-scaling approaches that go beyond DFT 
and take into account important relativistic electron effects are crucial,[45] which may also be useful 
in providing training data for ML methods. In some cases, accounting for excited electronic 
behavior may also be important.  

Devise novel and integrated approaches that can correlate electronic structures to defect 
structures and subsequent evolution of thermophysical properties, bond nature, and local 
environment. 
At the most fundamental level, the generation, stability, and mobility of defects in liquids and solids 
is governed by the electronic structure. Because these defects ultimately determine the evolution 
of thermophysical properties and microstructure development, researchers must be able to 
experimentally and computationally correlate electronic structures to larger length- and timescale 
structures and properties. 

Building upon the nonuniversality of irradiation damage creation in materials having different 
electronic and bond structures discussed previously, the subsequent evolution of irradiated 
microstructures is also highly variable. The role of chemical and bond ordering on the 
development of the microstructure can be clearly observed in nickel–titanium alloys (Figure 4). 
Nickel systems with dilute 
titanium have a face-
centered cubic crystal 
structure without chemical 
ordering and are able to 
develop dislocation loops 
under irradiation.[46] 
However, increasing titanium 
concentration forms a B2 
ordered crystal structure. 
Irradiation-induced 
dislocation loops cannot be 
stabilized, but instead, 
amorphous regions form.[47] 
The underlying explanations 
for these divergent irradiated 
microstructures likely lies 
within the subatomic bonding 
and electronic structures that govern ordering.[48] 

Understanding electron–structure–property relationships will also enable researchers to harness 
these relationships to tailor the stability and performance of materials and interfaces to enable 
novel nuclear systems. For example, some uranium compounds demonstrate improved electronic 
and thermal transport compared with traditional fuels largely because of electronic and phononic 
structures. Researchers have hypothesized that the increased thermal and electronic transport 

 
 
 
 
 
 
 
 
 
 

 

 
  

Figure 4. Distinctly di�erent irradiation-induced microstructures in nickel–titanium depend upon the 
chemical and structural ordering. (a) Dislocation loops in dilute nickel–titanium, reproduced from
Ref. [46] and (b) irradiation-induced amorphization in equiatomic nickel–titanium, reproduced from 
Ref. [47].

(a)      (b)
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will lead to a more stable microstructure under irradiation. A unified methodology for evaluating 
and predicting electron–structure–property relationships and evolution will enable the design of 
stable and robust fuel structures. Looking to actinide-bearing compounds with enhanced thermal 
conductivity, unirradiated intermetallic and metallic compounds notably facilitate improved 
performance with respect to heat transfer and reduced thermal stresses. However, the evolution 
of these compounds under irradiation in comparison with oxide fuels is largely unknown at the 
fundamental electronic structure level.[49] 

In practice, novel material discovery has traditionally faced challenges to implementation because 
of the timescales and costs required for the collection of tremendous volumes of experimental 
data, with some applications requiring 5–15 years of experimentation prior to industrial 
consideration for nuclear applications in the current regulatory environment. The nuclear materials 
community needs complementary computational and experimental capabilities that shorten the 
time between materials discovery and deployment.[50] Advances in AI, lower length-scale 
modeling, and computational techniques that bridge the mesoscale to the engineering scale could 
screen promising materials for further experimental interrogation, reducing the overall burden on 
experimental data collection and accelerating the time to discovery of novel materials. In this way, 
synergistic maturation of computational, experimental, and regulatory approaches will facilitate 
the needed, abridged time to implementation for novel, promising material, coolant, and solvent 
systems.  

1d. Potential Impacts 

Scientifically, this PRO will enable an understanding of the interplay between varied electronic 
structures and their transformations under coupled extremes. This opportunity will enable 
researchers to build physical models of nonequilibrium phenomena that consider electron–ion 
states while bridging from the short length and time scales of electronic interactions to the longer 
length and time scales of mesostructural evolution. This opportunity can provide a fundamental 
understanding of the reactivity of many-electron systems in condensed phases and at interfaces, 
as well as an understanding of hydrogen and helium mobility and accommodation in fission and 
fusion systems. The explicit inclusion of electronic behavior and properties into the multiscale 
paradigm of radiation damage simulation will provide a more physical foundation for the 
understanding and prediction of radiation damage in nonmetals and allow for improved 
understanding of, for example, ionization processes and the effect of ionized defects on optical 
and electronic properties. 

Research addressing this opportunity will have far-reaching effects across energy technologies, 
specifically through the improved insight into the possibility for electronic structure tailoring for 
material, chemical, and solvent resiliency under extreme environments. This research opportunity 
will improve the accuracy of service life predictions and maximize the performance of nuclear 
systems by providing the underpinning science necessary for designing novel and optimized 
materials, as well as enabling shortened material qualification timelines. Work will advance the 
state of knowledge of the nuclear fuel chemistry for next-generation reactor technologies and will 
enable technologies to close the nuclear fuel cycle. Research can be applied even more broadly 
to correspondingly advance hydrogen sequestration and storage technologies because a greater 
understanding of hydrogen accommodation and transport in materials will translate to those 
technologies as well. 
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PRO 2. Interrogate and Direct the Physics and Chemistry Underpinning 
Next-Generation Coolants and Solvents  

Overarching Question: How can researchers probe and control the physics and chemistry of 
coolants, solvents, and their solutions in the harsh environments associated with nuclear energy? 

Advanced nuclear fission and fusion technologies require next-generation coolants and solvents 
that possess fundamentally divergent physical and chemical properties from traditional dilute 
aqueous solutions. The behavior of these next-generation media challenges currently established 
paradigms in actinide and radiation chemistry. Understanding the properties of these media will 
have a broad scientific impact, including the ability to determine the efficiency, longevity, and 
safety of future nuclear energy technologies. Molecular-scale heterogeneity of the media, their 
chemical complexity, and nonequilibrium conditions owing to multicomponent intense radiation at 
high temperature and strong electric and/or magnetic fields are expected in advanced nuclear 
fission and fusion reactors and throughout the nuclear fuel cycle. The chemistry, stability, and 
transport of actinides, fission and corrosion products, process molecules, and impurities in these 
next-generation media are unknown. Access to the fundamental physics and chemistry governing 
the behavior of these next-generation media and their solutions requires new knowledge of their 
fundamental interactions along with new capabilities to probe these fluids over multiple length and 
temporal domains. Thus, the basic science underpinning a new generation of sensors as well as 
novel applications of sensors are additionally needed to interrogate the physics and chemistry 
underpinning next-generation coolants and solvents. 

2a.  Summary 

Advanced nuclear fission and fusion technologies require next-generation coolants and solvents 
(e.g., ionic and organic liquids, molten metals and salts, and gases) to take full advantage of 
technological developments since the initial deployment of water-cooled reactor and fuel 
management (separations and storage) technologies in the U.S. over 70 years ago. [52] Next-
generation coolants, solvents, and their solutions possess fundamentally divergent physical and 
chemical properties from aqueous solutions. The 
chemistry of solutes in dilute aqueous solutions can 
typically be described by existing equilibrium 
thermodynamic models for ideal solutions that are 
homogenous and where the energetic interactions among 
the components are small or weak. In contrast, liquid 
metals, molten salts, and ionic liquids are known to be 
nonideal solutions in which energetic interactions among 
the solute and solvent are large, and distinct domains 
emerge on the molecular scale as shown in Figure 5.[51] 
Organic solvents and highly concentrated aqueous 
solutions—where water is essentially a solute—also offer 
unique physics and chemistry. The nonideal behaviors 
and properties of these fluids as solvents challenge 
current descriptions of solution chemistry and 
understanding of the speciation, reactivity, and 
interactions among solutes such as actinides, fission and 
corrosion products, and process molecules in these 
solvents. The efficiency and longevity of nuclear technologies employing these next-generation 
solvents is predicated on mastering their chemistry. Therefore, researchers must achieve a 
detailed, multiscale, mechanistic understanding of how differences in the fundamental physical 
and chemical properties of next-generation coolants and solvents influence solute behavior in 

 

 

Figure 5. Heterogeneity arising from a simple mixture 
of monovalent and divalent cations in molten 
MgCl2-KCl.[51]
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extreme environments at high temperatures, in complex chemical environments, and in the 
presence of intense multicomponent ionizing radiation as well as electric and magnetic fields. 
New knowledge in this area will enable the interrogation, prediction, and control of solution 
chemistry in nonideal, next-generation media.  

Connecting these fundamental knowledge gaps necessitates a systematic investigation into the 
energetic relationships within these media across multiple length and timescales from the 
molecular through the mesoscale to the bulk scale. Access to this new knowledge requires 
innovative in situ and real-time interrogation techniques (which are also discussed in PRO 4), the 
basic science for which is currently lacking in the extreme chemical and ionizing radiation 
environments encountered in nuclear energy systems. 

The effects of ionizing radiation are ubiquitous throughout all aspects of a nuclear fuel cycle or 
energy system. However, the complexity and intensity of these effects are greatest during reactor 
operations and in the management of used nuclear fuel owing to the presence of a wide spectrum 
of radionuclides from neutron capture, fission, and fusion processes. These nonequilibrium, 
radiation-induced processes are initiated by the ionization and/or excitation of an absorbing 
species (bulk coolant/solvent and concentrated/solute) at femtosecond timescales, leading to a 
cascade of chemical reactions that involve a suite of radical, ionic, and/or molecular species. 
These initial radiolysis products are typically highly reactive and have the capacity to initiate 
chemical processes in the surrounding medium, often leading to the formation of nonequilibrium 
metal ion oxidation states and radiolytic degradation that affect the physical and chemical 
properties of the irradiated medium and, ultimately, the performance and longevity of nuclear fuel 
cycle technologies. Consequently, the fundamental science underpinning radiation-induced 
processes in next-generation coolants and solvents must be mastered. 

2b.  Key Scientific Questions 

● How do researchers elucidate the molecular structures and thermodynamic properties of next-
generation coolants and solvents, and how do these structures and properties evolve in 
extreme (high-temperature, chemically complex, and intense electric and magnetic fields) 
ionizing radiation environments? 

● Can the speciation, redox chemistry, chemical kinetics, stability, and transport of solutes 
(actinides, fission and corrosion products, impurities, and process chemicals) be predicted in 
next-generation coolants and solvents? 

● What basic scientific knowledge is required to design and develop sensors to monitor 
complex, multicomponent media in extreme chemical and ionizing radiation environments 
over multiple length and timescales? 

● Can new theories and computational models be developed to explain observations, guide 
future experiments, and ultimately predict the evolving physics and chemistry of next-
generation media in extreme ionizing radiation environments? 

● How do heterogeneous systems such as particles, clusters, and interfaces respond to next-
generation coolants and solvents and their solutions exposed to extreme multicomponent 
radiation fields? 

2c.  Scientific Challenges and Research Opportunities 

● Characterize and understand the reactivity of next-generation coolants and solvents under 
extreme conditions. 

● Establish the speciation and reactivity of solutes in next-generation solvents and coolants. 
● Develop robust and specialized analytical techniques amenable to in situ and real-time 

sensing. 
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Characterize and understand the reactivity of next-generation coolants and solvents under 
extreme conditions. 
In advanced nuclear technologies, next-generation coolants and solvents will take advantage of 
the thermal properties of molten metals (e.g., Pb, Pb and Bi, and Na), salts (e.g., multicomponent 
fluorides and chlorides), or noble gases (e.g., He and Ar).[52a, 54] Not only will these next-generation 
coolants be exposed to intense, multicomponent (combinations of alpha, beta, and gamma 
radiation; x-rays; neutrons; and fission fragments) ionizing radiation fields, but high temperatures 
and intense electric and magnetic fields are also envisioned, the latter specifically for fusion 
reactor concepts. Each next-generation coolant will behave differently under these extreme 
ionizing radiation environments, where the wealth of practical experience for water obtained in 
pressurized and boiling water reactors will provide little to no useful insight. For example, heavy 
liquid metal (HLM) coolants are being considered for fission and fusion energy applications 
because of their excellent neutronic, thermal hydraulic, and thermophysical properties. However, 
HLMs can cause significant degradation to structural materials. Corrosion and liquid metal 
embrittlement are the two major degradation effects caused by structural materials being in 
contact with HLMs.  

 

The back end of a nuclear fission fuel cycle currently involves a variety of separation systems to 
reclaim materials for reuse as reactor fuels and to improve waste management. To date, 
separation technologies have been dominated by hydrometallurgical methods that employ 
biphasic solvent systems, typically highly concentrated, aqueous HNO3 in contact with complex 
organic solutions (Figure 6). Pyrometallurgical methods that use molten salt mixtures have also 
been employed at scale but to a much lesser extent. Innovative development of efficient and 
economical advanced separation technologies is underway to adapt to next-generation nuclear 
fuel cycle needs.[55] This effort aims to expand the use of nonaqueous solutions and solvent 
systems to other media such as ionic liquids[56] or organic solutions for direct dissolution 
concepts.[55] However, the radiation stability, longevity, and safety of these proposed media are 
not well known. 

 

 
 Figure 6. Actinide-loaded ligands for extraction.[53]
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Finally, avenues for increasing the utility of advanced reactors through the utilization of nuclear 
assets (i.e., off-peak electricity, high temperatures, and ionizing radiation fields) are also under 
investigation. Examples include carbon-free production of combustible fuels, steam-methane 
reforming, and steam-driven electrolytic splitting of water.[57] These innovative chemical 
processes may employ nonaqueous coolants and solvents beyond those directly considered for 
reactor and separations technologies. Thus, advancements in the understanding of next-
generation media will have implications beyond direct use in energy technologies. 

Establish the speciation and reactivity of solutes in next-generation solvents and coolants. 
Current nuclear energy systems operate on aqueous-based chemistries, employing water as 
coolants, as well as aqueous and biphasic aqueous–organic mixtures in the synthesis of fuel and 
recycling of used nuclear fuel in the back end of the nuclear fuel cycle. Although the speciation 
and reactivity of solutes in these systems—actinides, fission products, and corrosion products 
produced from the interaction of water with fuel cladding and piping—are still being studied, the 
ability to predict, control, and study this chemistry is based on classic equilibrium thermodynamic 
models that presume solution ideality or are corrected for nonideal behavior using well-
established theories of solution solvation in aqueous systems. This paradigm does not extend to 
next-generation media. Much work still needs to be done in aqueous systems, but next-generation 
coolants and solvents deviate significantly away from ideal thermodynamic behavior , where it is 
known that the solvent cannot be treated as a homogenous continuum nor as a spectator in the 
speciation and reactivity of the solute. As an example, solutions of molten salts proposed for use 
as both nuclear fuels and coolants, as well as in pyrochemical separations processes, take on 
local and intermediate range structures that changes with the chemistry of the solutes and the 
solvent composition. This change affects the physiochemical properties of the solutions such as 
viscosity, redox potential, solute solubility, and speciation. Knowledge of the solution chemistry of 
next-generation solvents at the molecular scale is required for the long-term safety and 
performance of these next-generation nuclear energy technologies. This scale underpins the 
chemical processes associated with materials’ performance and actinide, fission, and corrosion 
product recycling and management, especially under the extreme conditions encountered in 
nuclear energy systems. 

Very little is known about the speciation, structure, and reactivity of actinides at the atomic or 
molecular level under extreme conditions and outside of aqueous electrolyte solutions. Even in 
aqueous media, the radiation-induced chemistry of these complex elements has barely been 
examined.[58] Virtually nothing is known about their behavior in next-generation coolants and 
solvents, nor their interplay with other nuclear fuel cycle solutes (fission fragments, impurities, 
corrosion products, and process chemicals) in extreme ionizing radiation environments.[53] The 
emphasis here is on nonaqueous media, but progress in meeting these challenges will require 
comparison with processes in aqueous media, for which significant fundamental knowledge gaps 
still exist. Finally, exotic actinide configurations such as colloids, clusters, and metallic frameworks 
in aqueous and nonaqueous media have only just begun to be systematically studied in ionizing 
radiation fields and offer new avenues within the nuclear fuel cycle.[59]  

Beyond actinides, fission fragments, process chemicals (e.g., ligands), and corrosion products 
from the dissolution of structural components and/or fuel elements are additional solutes to be 
considered in next-generation coolants and solvents. In some cases, these solutes still need to 
be examined in aqueous solutions. Chemically reactive species produced in these media can 
attack solutes and interfaces, leading to their radiolysis and extent of corrosion, respectively, 
ultimately impacting the longevity and performance of nuclear energy technologies. Further, 
radiation-induced reactions at particle surfaces may change particle-particle interactions affecting 
nanoparticle formation, aggregation, stability, and rheology. Very little is known about the 
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mechanisms of particle formation and decomposition induced by ionizing radiation, even in 
aqueous media. These solutes and interactions will behave differently in next-generation coolants 
and solvents than what is observed in water-based nuclear fuel cycle technologies.  

Develop robust and specialized analytical techniques amenable to in situ and real-time 
sensing. 
Basic science is lacking for the development of sensors for in situ and real-time characterization 
of advanced nuclear chemical processes. More specifically, the design and integration of robust 
sensors to deconvolute information from complex chemical and dynamic ionizing radiation 
environments must be explored. Knowledge gaps must be connected for the development of 
accurate online sensors for in situ and real-time characterization that span multiple length, energy, 
and timescales in next-generation coolants and solvents, which is a focus of PRO 4. Of particular 
interest is the novel utilization of optical tools to follow process conditions typically measured by 
other means (e.g., pH within aqueous solutions, as demonstrated by Figure 7).[60] This technology 
opens avenues to use robust optical sensors in extreme environments where more-fragile 
sensors cannot be deployed. 

The interplay between empirical data collection, 
advanced data analysis, and computational modeling 
must be leveraged to develop predictive tools for in 
operando chemical behaviors, interactions, and 
deviations. A key aspect of this goal is to bound the 
expected uncertainties in the data versus deviations 
that indicate off-normal reactor and separations 
behavior. Thus, simultaneous analysis of experimental 
data and computational predictions for real-time 
integration and mechanism validation must be explored. 

2d.  Potential Impacts 

Answering the questions motivated by this PRO will 
lead to significant effects on the development of future 
nuclear energy systems. In particular, researchers will 
be able to predict the quantitative relationships between 
structure and energetics in nonideal, nonequilibrium 
solutions across multiple length and timescales, a 
consequence of new, scalable, predictive capabilities 
for chemistry and structure in nonideal, nonequilibrium 
systems. This ability will allow for more robust design of 
new coolants and solvents and can only be 
accomplished through the integration of experimental, 
computational, and sensor tools that empower deeper 
scientific investigation of complex multicomponent 
systems. Ultimately, this ability will lead to the control of 
next-generation coolants and solvents for the synthesis of novel materials; innovative separations 
and recovery; next-generation energy storage systems; and the informative design, innovation, 
and monitoring of advanced separations for sustainable life cycles of critical materials and nuclear 
fuels. The tools and knowledge gained will support the deployment of nuclear energy—safe 
operations, safeguards (rigorous accountancy) for actinides and reactor materials, bounding of 
measurement uncertainties, process control, process upset avoidance, reliable storage, and 
more—ultimately supporting cost savings and regulatory needs. Finally, research addressing this 
PRO will enable chemical knowledge and technologies for next-generation coolants and solvents 

 

 

Figure 7. Novel use of robust optical sensors to
probe key characteristics under harsh process
conditions.[60]
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to be applied in other areas, such as solar and energy storage or hybrid nuclear reactor 
applications. 

PRO 3:  Elucidate and Control the Underlying Physics and Chemistry of 
Interfaces in Complex Nuclear Environments 

Overarching Question: How do researchers harness dynamic interfaces to tailor robust 
materials and processes for next-generation nuclear reactors? 

Interfaces have played a fundamental role in energy innovation over the last several decades 
from hydrogen conversion to electrical energy storage and carbon capture.[52b, 61] Major advances 
have been made, with the state of the art evolving from understanding pristine interfaces to 
probing interfaces under realistic operating conditions and controlling complex interfacial structure 
and defect density. However, long-standing research challenges remain and must be overcome 
to harness the power of interfacial processes for nuclear energy applications. In particular, a 
significant opportunity exists to first understand the dynamic evolution of interfaces under extreme 
environments and then design systems that leverage that evolution. 

Extreme conditions involve radiation, oxidative and corrosive environments, high velocity flow, 
high energy and charge transfer, or high temperatures that result in morphological changes that 
need to be quantified and better understood. Materials for nuclear systems or applications are 
required to exhibit exceptional performance (e.g., radiation tolerance, corrosion resistance, and 
high-temperature performance). Although such materials are available, they often rely on 
metastable nanostructures that tend to degrade in these extreme environments.[62] The influence 
of temperature, pressure, and radiation on the chemistry occurring at interfaces is extremely 
important throughout the nuclear industry. Surfaces in real-world conditions are not ordered, flat 
atomic layers. The role of defects, crystal edges, pores, and other surface structures on the 
interfacial chemistry must be understood in the nonequilibrium environments that would be 
experienced in next-generation nuclear systems. Reactions can be initiated at the surface of all 
materials (e.g., fuel elements, construction materials, electrodes, sensors). Radiolytic reduction 
of metals leads to the formation of nanoparticles and, ultimately, metallic clusters that are 
stabilized by surface chemistry. Particle aggregation is controlled by the radiation-induced 
charges and surface species. Temperature, pressure, and radiation can also lead to the breakup 
of particles or the dissolution of atoms from solid surfaces.  

A central challenge to controlling interface evolution is that key processes span different 
timescales and length scales and encompass a multitude of physical and chemical changes. 
Researchers do not have the capacity to subject all materials and interfaces to conditions that 
would be endured in these nuclear systems; thus, a fundamental mechanistic understanding is 
needed to connect structure and chemical properties to predicted performance.  

Energy, mass, and charge transport through solid and liquid phases control surface chemistry 
and particle–particle interactions. The atomic structure and chemistry induced at surfaces in 
contact with extreme environments are not well-characterized or understood. Surface-specific 
techniques must be exploited to elucidate the effects of energy deposited by the passage of 
radiation on the subsequent chemical reactivity. Identification of surface species and surface 
structure is critical for the ultimate determination of specific mechanisms. Radiation effects have 
the potential to modify surface structures and the resulting interactions; although ion-beam 
modification of surfaces has a long history of study, how the changes in surfaces induced by 
irradiation affect interaction with the environment is less studied. 

Tracking these dynamic changes, understanding the effect on interfaces, developing capabilities 
for online monitoring in nuclear environments, and identifying strategies to counter any deleterious 
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effects of the changing conditions are all crucial. Capabilities must be developed to investigate 
evolving interfaces and elucidate their dynamic microstructure, especially in operando. An 
enhanced understanding of dynamic interfaces will allow researchers to control defect behavior 
and tailor heterogeneous interfaces with increased stability for next-generation nuclear reactors. 

3a.  Summary 

Many material failure modes initiate with surface reactions, and understanding charge/mass 
transport and reactivity is critical at solid–solid, solid–liquid, liquid–liquid, and solid–gas/plasma 
interfaces to develop durable materials. Interfacial reactivity can be enhanced by orders of 
magnitude in the presence of impurities such as moisture, oxygen, or electroactive species. 
Understanding interfacial properties associated with grain boundaries, precipitates, dispersion 
matrix effects, and helium-stabilized cavities/bubbles is essential to predict and mitigate radiation 
effects and tailor radiation-tolerant materials in fission and fusion reactors.[63] Radiolytic effects 
can further lead to the formation of new interfaces through precipitation of nanoparticles and 
metallic clusters. Interfaces between plasma and structural materials in a fusion reactor also need 
to withstand intense heat fluxes and particle fluences without trapping hydrogen/tritium, which 
may compromise the material integrity. 

In addition to challenges in understanding the liquids themselves (PRO 2), new challenges arise 
when the liquid interfaces with a solid. Molten salts or flowing metal coolants under radiation fields 
also present unique challenges for the structural components. In these super-concentrated 
solutions, nanostructuring, in some cases driven by the extreme conditions within the reactor, 
generates dynamic interfaces that drastically affect energy transfer and chemical reactivity, 
particularly with respect to nucleation and particle interaction processes. The heterogeneous 
morphological evolution needs to be understood before researchers can control the physical, 
chemical, and constitutive properties of molten salt reactor (MSR) materials.  

Establishing a thorough understanding of the processes that occur in these environments and 
extreme conditions is therefore critical to developing durable materials and monitoring protocols 
that will enable fundamental learnings and safe use of next-generation nuclear reactors.[64] 
Ultimately, meeting the increasing demands for clean energy will necessitate the design of new 
types of compositionally diverse and dynamically evolving interfaces that enable and control the 
processes occurring at extreme environments. 

3b.  Key Scientific Questions 

● How do researchers harness dynamic interfaces to tailor robust materials and processes for 
next-generation nuclear reactors? 

● Can researchers characterize, predict, and control the time-dependent evolution of interfaces 
as they develop in nuclear environments? 

3c.  Scientific Challenges and Research Opportunities 

● Elucidate and control the dynamic interfacial physicochemical phenomena and their evolution 
in extreme environments of advanced nuclear reactors. 

● Bridge the timescale and length scale in the mechanistic understanding of heterogeneities 
that arise from radiation, temperature, and external fields under extreme conditions. 

● Identify and develop the critical enabling capabilities needed to achieve simultaneous imaging 
and characterization of interfaces in extreme environments. 

● Design heterostructured materials with evolving interfaces for unprecedented resilience and 
performance under extreme conditions. 
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Elucidate and control the dynamic interfacial physicochemical phenomena and their 
evolution in extreme environments of advanced nuclear reactors.  
Dynamic interfaces between different phases of matter, including solid–liquid, solid–gas, and 
liquid–gas, have been investigated, but researchers do not understand the relevant properties 
that are necessary to predict and control the time-dependent evolution of interfaces under 
extreme conditions. The development of advanced analytical techniques with higher resolution 
and faster dynamics, coupled with new paradigms in modeling and simulation, will provide 
opportunities to understand critical interfacial phenomena. Understanding physicochemical 
reactions at interfaces; in the presence of radiation, electric, and magnetic fields; and in contact 
with highly corrosive coolants—in some cases, flowing at high velocities—is an important 
challenge for future nuclear needs.  

 

Interfacial processes are influenced by radiation-induced processes, including defect creation, 
migration, and aggregation, as well as the formation of bubbles and voids (Figure 8).[62a, 67] 
Although irradiation accelerates corrosion in light-water reactor conditions, it may decelerate that 
process in MSR conditions depending on the corrosion mechanism.[65, 68] Accelerated radiation-
induced corrosion was also observed in liquid metal–cooled reactors.[62a, 69] However, depending 
on the dominant corrosion mechanism, alloy composition, and temperature, irradiation may also 
decelerate the corrosion of structural materials in contact with liquid metal coolants similar to 
recent observations in molten salt.[70] Furthermore, the alloy composition can be designed to 
withstand these demanding environments. Additionally, the forces acting on the materials and 
their environment play a key role (e.g., high-velocity, heavy liquid metal coolants can lead to 

 
  

  

 
 

Figure 8. Illustration of combined irradiation and corrosion e�ects adapted from Schmidt et al.[65] and Li et al.[66] LME refers to 
liquid metal embrittlement. (1) Structure in bulk solution and at interfaces a�ects nucleation and growth. (2) Radiolytic 
e�ects can lead to the formation of nanoparticles, metallic clusters, and aggregation of particles. (3) Nanostructuring 
generates dynamic interfaces in super-concentrated systems. (4) Heterostructured materials have unique interfaces, robust 
architectures, and synergistic e�ects, giving them enhanced resistance to irradiation and corrosion e�ects.
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erosion at the surface of structural materials).[71] The evolution of impurities in the coolant as well 
as vaporization of substances to the cover gas are not well-understood enough at the molecular 
level, which is necessary to predict behavior.  

Radiation-induced processes at and near interfaces contribute to phenomena that affect nuclear 
energy technologies, including corrosion, dissolution, and catalysis; however, detailed 
mechanisms of energy transfer are not well-understood. By developing a new understanding of 
energy transfer and reactive intermediates through bulk solids to the interface, researchers can 
design functionalized interfaces to harness or disperse this energy and associated reactive 
intermediate species. Furthermore, by understanding the dynamic evolution of these systems, 
new interface structures can be designed that exploit the dynamic changes in the system for 
enhanced performance. Researchers must advance this understanding to encompass the role of 
the liquid and gas phases, including interfaces created by clustering ions in nontraditional coolants 
and solvents and gas-phase interactions with liquid metal coolants and impurities/contaminants. 

Bridge the timescale and length scale in the mechanistic understanding of 
heterogeneities that arise from radiation, temperature, and external fields under 
extreme conditions. 
The study of heavy elements found in these environments is extremely challenging. High 
temperatures are often the root cause of experimental inaccuracies. Additionally, transuranic 
elements are present in small amounts, making monitoring them difficult and hampering 
experiments with the hazardous conditions. Computer simulations can circumnavigate these 
issues and still provide consistent results as long as accurate models are employed and the 
simulations can capture the underlying physical and chemical events. The combination of 
atomistic simulations with data science has been gaining momentum for accessing the timescales 
and length scales with impressive accuracy. Data science has also been used in integrating 
chemical processing and decision-making (see Sidebar 5), converting historical operating data 
to input for mathematical modeling of nuclear processes.[72]  

This research goal aims to answer critical questions on how, where, and when heterogeneities 
such as clusters will form, aggregate, or break up in extreme environments. Ideally, researchers 
wish to understand how the solute/solvent ion network can rearrange dynamically and ultimately 
harness interfacial processes in condensed phases to control energy transfer and chemical 
reactivity.  
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SIDEBAR 5—ML APPROACHES ELUCIDATE THE DYNAMIC STRUCTURE AND COORDINATION OF ACTINIDES IN NUCLEAR 
ENVIRONMENTS. Although experimental techniques often provide a macroscopic view of a process, 
theoretical investigations are tailored to furnish an atomistic view of structure, reactivity, and transport 
in these systems. However, these approaches do not come free of problems. For example, a good 
representation of interfacial processes in MSRs should be able to describe the chemical changes that 
involve radionuclides and their interaction with the molten salt matrix and other interfaces that are a 
part of modern nuclear reactors. As a result, the understanding of their chemistry, dynamics, and 
properties has received only modest attention. In principle, ab initio molecular dynamics can provide the 
necessary details, but the method becomes very expensive with the system size and simulation length. 
Recently, neural networks have been used very successfully for the construction of interatomic 
potentials with near–first principles accuracy at a significantly reduced computational cost.[73] 
In this example, the ion interactions of ThCl4–NaCl and UCl3–NaCl at different temperatures are 
examined. Understanding the extended structure of actinides is key to interpreting spectroscopic 
features such as Raman or extended x-ray absorption fine structure signatures. Overall, at higher 
temperatures, a quasi-octahedral coordination is more likely. The survival time of these complexes is on 
the order of 10 ps, which implies that they can be traced with scattering methods, even at high 
temperatures. Pair correlation entropy may also be used as a descriptor of the ionic species. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
ML potentials based on the Gaussian approximation potential (GAP) were adopted to investigate the 
structure and ion aggregation in the binary systems ThCl4–NaCl and UCl3–NaCl. (A) The potential was 
trained on a DFT-based atomistic model. (B) The ML-based model (i.e., GAP) shows ab initio molecular 
dynamics quality. (C) Three different cation–cation associations and their correlations to the 
coordination environments were identified as a function of temperature. (Reproduced with permission 
from Nguyen et al. [73b])  
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Identify and develop the critical enabling capabilities needed to achieve simultaneous 
imaging and characterization of interfaces in extreme environments. 
Understanding the operando dynamic evolution of interfaces is an outstanding challenge. Probes 
used in normal environments simply cannot withstand the extreme conditions associated with 
nuclear environments and are thus of little utility. This problem places an even larger burden on 
robust computational approaches to complement experimental interrogation. New experimental 
and computational techniques must be developed to understand the dynamic restructuring of 
interfaces under conditions of corrosive environments, high temperatures, radiation, and 
magnetic fields, as well as the subsequent effects on chemical and physical processes. This 
knowledge gap is tightly correlated to the development of new materials appropriate for a given 
measurement probe that can withstand extreme environments and provide reasonable 
measurement fidelity. Methods need to be developed or optimized for understanding chemistry 
at both laboratory and operating plant scales. In situ continuous monitoring methods are needed 
to identify impurities and the evolution of chemistry with time. Methods, such as Raman, infrared, 
and ultraviolet–visible spectroscopy that can be used through an optical window, need to be 
developed to maturity. Window materials also need to be developed for use in harsh 
environments, especially in the presence of lithium, which degrades most known materials. 
Regarding lithium solutions, Bredig stated, “No insulating material has yet been found which will 
withstand attack by these solutions.”[74] Testing of such spectroscopic techniques in a flowing 
system is also needed for translation to operating plants.  

Rapid analytical techniques are needed at the laboratory scale to screen materials, understand 
the dynamical evolution of interfaces under extreme conditions, and shortlist candidates for 
synchrotron studies, which often are only available for limited periods of time. Predictive 
computational methods are needed for rapid prescreening. Although synchrotrons can provide an 
array of data, no simple experimental setups exist for in situ analysis at the synchrotrons. The 
existing setups are for very particular systems.[76] Very few facilities can handle materials such as 
FLiBe or study accident scenarios, both of which are essential for commercialization of certain 
MSRs. Studies on accident scenarios—for example, the formation of aerosols or mixing with 
water—are especially needed to develop mitigation strategies. 

Environmental composition affects materials in 
many ways. The behavior of target analytes in the 
presence of many other chemical species—and 
in a radiation field—is unknown. Changes to 
coordination owing to changes in the surrounding 
chemical environment can change spectral 
signatures, making absorbance quantification 
difficult and altering electrochemical 
measurements that may be used for 
quantification. Analytical and electrochemical 
techniques that can be used in the presence of 
many species need further development. 
Additionally, new approaches are required to 
enable the visualization of radiolytic 
transformations at interfaces in situ beyond 
existing ex situ observations and in situ 
techniques, in which radiation is inextricably tied 
to the imaging basis (e.g., electron microscopy or 
synchrotron-based methods).[77] 

Understanding the science behind the degradation of electrodes that are needed to make these 

 
Figure 9. Experimental setup used for the measurement 
of the Raman features of LiCl–Li2O with electrochemically 
generated lithium. (Reproduced from Ref. [75])
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measurements is also critical. Techniques or reference electrodes are needed to determine a 
thermodynamically defined reference potential, especially for halide salt systems (Figure 9). 
Stable, nonprecious metal–based electrodes are also needed for electrochemical processing of 
used nuclear fuel. 

Basic science studies of fission product and actinide chemical behavior to understand 
coordination and speciation in the presence of other fission products or actinides will help address 
the difficulty in interpreting absorbance spectra with multiple varying species (as detailed in 
PRO 2). Continued development of electrochemical and analytical techniques (e.g., optical 
basicity, cyclic voltammetry) in the presence of many species as well as identifying means to 
reduce uncertainty in quantification are needed (e.g., electrode shrouds, better determination of 
diffusion coefficients). Standard methods to characterize and quantify impurities need to be 
developed so that the behavior of impurities can be linked to fundamental physical and chemical 
processes.  

Design heterostructured materials with evolving interfaces for unprecedented resilience 
and performance under extreme conditions. 
The optimum materials for use in fission and fusion reactors should have a composition and 
structure that can withstand radiation-induced damage and corrosion.[65] Currently, no such known 
material can address all challenges associated with future nuclear needs; therefore, a 
fundamental understanding of the dominant mechanisms of material degradation in extreme 
environments encompassing radiation fields, corrosive media, and high temperatures is required 
for material optimization. The extreme nature of reactor operating conditions necessitates novel, 
multilevel approaches for material design (e.g., heterostructured materials, glassy materials, 
metallic glasses, and CCAs beyond regular alloys or common materials with grain boundaries).  

Traditional design of materials for extreme environments has centered on monolithic 
microstructures or materials with periodic structures. Materials that contain heterogeneous zones 
and interfaces offer novel physical and chemical properties worthy of investigation. 
Heterostructured materials, such as gradient materials, layered materials, dual-phase materials, 
core-shell materials, composites, and more, contain interfaces that can be uniquely tailored to 
enhance behavior in extreme environments (see Sidebar 6). Glassy materials do not have grain 
boundaries and are often more resistant to radiation and corrosion than their crystalline 
counterparts, though they can be more susceptible to leaching.[78] CCAs are more corrosion-
resistant than traditional alloys, and with multiple components, they can be more easily designed 
with particular characteristics, such as low activation, which is critical for nuclear applications.[62c, 

79] The elemental toolkit for heterostructures also includes actinides. Incorporation of actinides 
into hetero- and nanostructures provides new pathways for the control and design of materials 
based on their properties.[80] 

In addition to heterostructured solids, nanostructuring can also occur in super-concentrated 
solutions.[81] Nanoheterogeneities can form in solutions even at lower concentrations, with bulkier 
ions resulting in a decoupling of ionic mobility from viscosity. This nanostructuring generates 
dynamic interfaces that affect energy transfer and chemical reactivity, particularly with respect to 
nucleation and particle interaction processes. Researchers do not know enough about this 
nanostructuring behavior to predict how these super-concentrated systems will behave in next-
generation coolants and solvents, as well as in waste processing and storage, where water will 
be present as a contaminant.  
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3d.  Potential Impacts  

The scientific impact associated with this PRO is far-reaching. Research in this area will lead to 
the understanding of the formation of interfaces owing to aggregation, nucleation, and transport 
in unconventional solvents and coolants as well as the processes by which mass and energy are 
transferred to and away from the interface. This work will provide new avenues for designing 
interfacial systems for tailored energy transfer or for preventing corrosion. Furthermore, the 
development of new multimodal capabilities and computational models for studying interfaces at 
extreme conditions will lead to materials and engineered systems with enhanced safety and 
efficiency. Opportunities exist to design systems in which the interfaces evolve to preferred 
structures under those extreme conditions. Beyond nuclear energy systems, these efforts would 
facilitate the development of novel catalytic and corrosion-resistant materials for other energy 
technologies. Finally, by improving the general understanding of dynamic interfaces, new 
materials for separations and energy storage can be developed. 

SIDEBAR 6—DESIGNING HETEROSTRUCTURED MATERIALS AND INTERFACES WITH UNPRECEDENTED RESILIENCE AND 
PERFORMANCE UNDER EXTREME CONDITIONS. Heterostructures are created by layering two or more materials 
with the goal of taking advantage of the unique physical characteristics of the interface between them. 
The functionality of heterostructure materials is dictated by the interface, which is symbiotic with the 
nature of the interfacial environment. Since 2017, many new heterostructured materials have been 
synthesized, but their performance under reactor operating conditions of extreme temperature, 
pressure, magnetic fields, and radiation has not been demonstrated. These extreme conditions can 
counteract each other. For example, temperatures exist at which the effects of radiation on corrosion 
become minimal.[20] Understanding this interplay between external fields, temperature, and corrosion is 
essential to predicting the performance of current materials and developing new materials for future 
nuclear reactor applications.[65]  
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PRO 4:  Bridge Multifidelity, Multiresolution Experiments, Computational 
Modeling, and Data Science to Control Dynamic Behavior 

Overarching Question: Which novel techniques can be coupled to provide operando and in situ 
measurements to better understand and control dynamical properties, behaviors, and processes 
for extreme nuclear energy environments? 

4a.  Summary 

The dynamical evolution of nuclear material systems and processes is multiscale in nature. 
Although the creation of radiation damage occurs over picoseconds, other processes, such as 
chemical species transport and interactions, occur over milliseconds and seconds. This time leads 
to microstructural changes over multiple length scales that affect the performance of nuclear 
systems over years and decades. Similarly, the chemistry of molten salts in reactor environments 
evolves following complex reaction networks whose elementary steps can require vastly different 
timescales, from very fast radiation-induced reactions to rare thermally activated events.[82]  

Therefore, the overall dynamical evolution of complex nuclear systems cannot be captured by 
sparse experimental probes and modeling approaches that only capture narrow timescales and 
length scales or—even worse—only involve post-experiment examination of materials. Instead, 
a complete picture can only be painted by correlating and fusing multiple sources of experimental 
and modeling data, simultaneously characterizing the evolution of a target system in operando. 
This need has been emphasized multiple times in this report. 

Although nuclear systems are routinely characterized by multiple approaches, concurrent 
multiprobe experiments and multiscale simulations offer unique opportunities. This combination 
can extract fundamental insights that are uniquely revealed by the fusion of multiple data streams 
(e.g., combinations of embedded, online sensors; neutron/x-ray imaging; scattering and spectra 
collection for 3D microstructure reconstructions with spatially resolved atomic structure/phase 
information; and chemical composition piped into physics-based computational modeling). When 
acquired simultaneously, this fusion of data streams across different length and timescales—each 
with different yet complementary resolutions and fidelities—will, in turn, offer unique opportunities 
for finer control and optimization of nuclear systems. For instance, data streams from in situ, 
multiprobe experiments of structural vessel materials exposure in an MSR; tracking transient 
chemical speciation and complexation during fuel element-to-cladding interaction; or oxidation 
sequences in a high-temperature, corrosive environment could be fused with real-time feedback 
provided by AI-assisted analysis and experiment decision-making. Researchers need to develop 
experimental capabilities to probe nuclear systems in situ in a laboratory setting and operando in 
the reactor. 

4b.  Key Scientific Questions 

•  What combination and types of novel multiprobe/multiresolution techniques can be coupled 
together to provide operando and in situ measurements to better understand and control key 
dynamical properties, behaviors, and processes for fission and fusion materials under 
extreme environments?  

•  How can predictive, data-driven models of dynamic evolution in nuclear systems be 
developed by systematically combining calculations carried out at multiple scales and 
fidelities? 

•  How can the information from multiple sources (e.g., traditional and novel multiprobe 
experiments and multiscale simulations) be integrated into a holistic model, providing sensor–
model fusion at scale?[83]  
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•  Can fused, real-time, sensor-informed models reveal the nature of the fundamental processes 
that determine the dynamical evolution of nuclear systems so as to enable their tuning and 
control? 

4c.  Scientific Challenges and Research Opportunities 

•  Develop novel multiprobe/multiresolution experimental techniques for operando 
characterization of nuclear energy systems.  

•  Integrate exascale-scalable, data-driven, dynamical models of nuclear systems in operando. 
•  Fuse sensor systems with models for tracking dynamical evolution of nuclear systems.  

Develop novel multiprobe/multiresolution experimental techniques for operando 
characterization of nuclear energy systems.  
A holistic, comprehensive understanding of defect behavior and the underlying damage 
mechanisms in complex and heterogeneous material systems subject to combined extremes of 
radiation, corrosion, and high-temperatures requires a range of complementary experimental 
techniques that operate at different time and spatial resolutions. Current techniques for in situ 
characterization of materials under such coupled extreme environments are limited [84] or 
nonexistent, instead relying heavily on posttest characterization techniques. [85] Key questions 
posed in PRO 2 and PRO 3 also benefit from this focus on operando characterization tools. Novel 
experimental techniques are needed to concurrently characterize materials across multiple scales 
(e.g., atomic to mesoscale, angstroms to centimeters, and with temporal sensitivities from 
electronic structure transitions to material deformation timescales, subpicoseconds to hours). For 
instance, transient behaviors of solvent systems (particularly the organic phase/extractants) while 
undergoing irradiation is poorly understood, as emphasized in PRO 2. Solvent species break 
down, and the resulting effects to f-element complexation (and therefore extraction distribution 
ratios and kinetics) need to be prioritized. Furthermore, radiation effects on behavior at the 
aqueous–organic interface and subsequent changes to f- and d-element complexation (including 
possible ties to third phase formation) must be better understood to support larger goals around 
used nuclear fuel recycling. Monitoring these and other materials’ property changes, behavior, 
and dynamic interactions at combined conditions of corrosion, irradiation, and high temperatures 
requires concurrent in situ measurements for operando characterization (e.g., neutron and x-ray 
scattering, positron annihilation spectroscopy, Rutherford backscattering, dynamic-TEM, 
scanning electron microscopy, electrochemical measurements, and optical spectroscopy).[86]  

For instance, a multimodal experiment to collect data across needed spatial and temporal scales 
at combined extreme conditions relevant to nuclear fission and fusion could involve deployment 
of a microreactor or test vessel to a DOE x-ray light source or neutron facility. Here, a roll-up 
chamber, which provides the simultaneous extreme states, could be used at a beamline. The use 
of the unique operando and pump–probe capabilities recently developed at DOE user facilities, 
such as in situ positron annihilation with ion irradiation and pulsed positron beams,[87] the creation 
of radiation damage by accelerated protons or neutrons, or high-power lasers used to generate a 
secondary ion source for irradiation,[88] can fill the gap in the understanding of defect formation 
and evolution on a fundamental level. Capturing ultrafast changes in electronic and lattice 
structures and processes calls for further development in time-resolved optical, x-ray, and neutron 
techniques and the use of DOE light sources. For instance, expected upgrades to the Matter in 
Extreme Conditions facility[89] at the Linac Coherent Light Source of the SLAC National 
Accelerator Laboratory (SLAC) will enable 0.1 displacements per atom in 5 µm tungsten in a 
single shot with a laser-accelerated 10 MeV argon beam. In 10 µm tungsten, several accumulated 
shots with a laser-accelerated 1 MeV deuteron beam and ion beam focusing components are 
possible, enabling time-resolved radiation damage mechanism studies across picosecond to 
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minute timescales with a suite of in situ x-ray and optical probes. Other time-resolved capabilities, 
such as ultrafast electron diffraction (UED), combined with high-power lasers (e.g., MeV-UED 
Facility at SLAC) are able to visualize the atomic dynamics during irradiation or corrosion 
processes and provide direct comparisons with atomistic simulations.[90] This capability is a unique 
feature of UED over other conventional techniques, such as time-domain thermoreflectance. 
Sustained plasma formation on an interface or surface could be examined using time-resolved 
grazing-incidence small-angle scattering/wide-angle scattering to track the PDF and structure 
factor change [S(Q,t)] as a function of time and frequency. Furthermore, although in situ 
capabilities at user facilities will undoubtedly provide great scientific insight, similar capabilities 
must also be developed that can be deployed directly at reactors to monitor and characterize their 
evolution under true reactor conditions. 

Experiments on thin films and surrogate systems can be a good way to perform and monitor the 
material behavior and response in real time when reactor-scale measurements are not 
accessible. However, one must ensure that the sampled microstructures and properties are 
comparable to bulk forms. For example, the structures and properties of thin films and other small-
volume materials are often dominated by strong crystallographic textures (i.e., preferred crystal 
orientations) and can contain nonequilibrium phases or phase distributions. This material creates 
an opportunity for researchers to develop rapid screening methods or correlation mechanisms 
that will allow for rapid extraction of bulk properties from these materials. [91] These benchtop 
experiments provide valuable validation of models that can then be extrapolated to reactor 
conditions. 

Integrate exascale-scalable, data-driven dynamical models with nuclear systems 
characterized in operando. 
A key challenge with predicting 
the dynamical evolution of 
nuclear systems over 
application-relevant timescales is 
that chemically accurate 
approaches (such as ab initio 
molecular dynamics) are often 
difficult to validate with 
experiments because of very 
limited spatiotemporal reach, so 
scale-bridging approaches are 
essential to predicting 
performance on engineering 
scales. In response, the 
modeling community has 
developed an arsenal of methods 
that collectively span length-
scales from angstroms to meters 
and timescales from 
femtoseconds to decades, as 
illustrated in Figure 10. A key 
outstanding challenge is the difficulty of seamlessly bridging scales by coupling/integrating these 
different models into unified predictive capabilities. Although a number of examples of such 
coupling have been demonstrated in nuclear energy applications (e.g., using DFT to develop 
interatomic potentials for molecular dynamics, which then informs kinetic Monte Carlo models that 
are further upscaled into cluster dynamics simulations), [82] these almost always involve 

 
Figure 10. Multitude of processes showcasing the tremendous range in length and 
time scales needed in experiments and modeling. Reproduced from Ref. [82].
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considerable human intervention through ad hoc decision-making (e.g., to postulate the key unit 
reaction steps) and/or manual analysis or interpretation of simulation data.[73a] This (1) makes the 
development of multiscale, dynamical models extremely time consuming; (2) introduces hard-to-
control uncertainties as information is transferred between scales, and (3) limits the use of 
leadership-scale computational resources to generate the volume and quality of data required to 
obtain truly predictive models. 

One needed area of improvement is the development of intrinsically data-driven, scale-bridging 
techniques for dynamical models of chemical or material nuclear systems. These systems need 
to be rigorously informed by complementary simulation data obtained at various scales and 
fidelity. Scales range from chemically accurate ab initio calculations through semiempirical and 
classical molecular dynamics and mesoscale reaction networks and all the way to macroscale 
reaction-diffusion and microstructural evolution models. Rigorously integrating the results of 
different simulation methods, which operate at different spatiotemporal scales and possess 
different intrinsic accuracies, will require the development of rigorous multiscale uncertainty 
quantification and propagation methods that can optimally correlate, extract, and combine the 
unique information contained in each data stream. This process would reduce the timescale for 
developing models while providing uncertainty estimates for key quantities. It would also guide 
further experimental and computational examination, such as the rapid determination of the 
impact of dopant/impurity/transmutant effects on transport in complex alloys. Furthermore, 
efficiently leveraging the capabilities of exascale computing platforms will require algorithms that 
dynamically balance between different components with vastly different computational demands. 
For instance, DFT methods are orders of magnitude more computationally demanding than kinetic 
Monte Carlo models—any approach that integrates two such disparate methods in one simulation 
framework will need to balance computations between the various components. New algorithms 
and workflows will be needed to do this efficiently and dynamically as the needs of the simulation 
evolve during runtime. 

The intrinsic and extrinsic chemical complexity of nuclear systems in operating conditions 
suggests that very large and rich datasets will be required to achieve predictive accuracy. To 
efficiently leverage upcoming exascale systems,[92] these models should be equipped with 
autonomous procedures that can systematically guide their refinement by identifying targeted 
simulations that would lead to optimal model improvement, including comprehensive in situ 
simulation setup and analysis (e.g., automated identification of classes of reactions) to scale 
bridging (e.g., reduction of molecular dynamics data into reaction networks, upscaling of reaction 
networks into reaction-diffusion models). Modern data science techniques such as Bayesian 
optimization[93] and multifidelity/multimodality learning[94] are likely to be helpful tools in achieving 
these objectives. 

Fuse sensor systems with models for tracking dynamical evolution of nuclear systems. 
The physics and chemistry of these experiments cannot be fully understood in real time at fission 
and fusion environments at any scale without the inclusion of data science. Therefore, multisensor 
datasets must be combined with the state-of-the-art modeling tools to provide experimentalists 
with active feedback for observation interpretation. To do so, researchers should combine the 
outcome from complementary techniques into an integrated, multimodal analysis framework that 
links these characterization experiments with a model. Sensor fusion is the process of combining 
sensor data or data derived from disparate sources such that the resulting information is richer 
than what could be inferred if these sources were used individually. [95] The term rich in this case 
can mean more accurate, more complete, or more dependable or refer to the awareness of 
emergent phenomena. To produce rich data, novel ML techniques that can synthesize multiple 
datasets at once will be required to help reveal trends in the chemical and physical temporal 
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evolution and processes that might be obscured or unseen with a single-modality type of 
experiment (see Sidebar 7). Ultimately, the chemical and physical reactions and processes at 
play need to be predicted, including temporal behavior and transient species evolution in the 
ultrafast regime. This ability will enable tuning and control of the dynamical evolution of nuclear 
systems.  

Rigorously leveraging ML for multimodal data streams will likely require physics-informed ML 
models that are capable of being constrained by multiple experimental and computational 
measurements taken at different energy, length, and timescales, including both dynamic and 
static properties. This paradigm significantly deviates from the conventional multiscale modeling 
approach in which information is typically sequentially upscaled from the bottom up (see Figure 
10). Instead, all data streams should simultaneously inform the model’s functional forms and 
parameters. Scalable ML training and optimal experimental design approaches will be essential 
to provide real-time feedback while the measurements are being taken, as will the development 
of fast communication infrastructure between experimental and computational facilities—in 
particular, leveraging ESNet6.[96] This integration should enable more-efficient model selection or 
the optimization of specific figures of merit for the target nuclear systems. 

4d.  Potential Impacts 

Foundational scientific impacts are far-reaching. These effects could include understanding the 
synergistic interactions of microstructural features at multiple scales (e.g., local chemical 
composition, interface structure, texture) for materials degradation in complex and heterogeneous 
systems subject to combined external stimuli. This understanding is particularly important for 
designing the constituent components of future reactors. Integrated computational simulation 
models that connect primary damage mechanisms to material property degradation will be 
inherently more accurate and provide greater predictive capability. The synthesis of operando 
sensing with active coupling to multiscale models will have a broad effect, allowing for, as an 
example, the active monitoring of additive manufacturing processes. 

Efforts under this PRO will also provide the ability to integrate active learning strategies to improve 
experimental data acquisition to ensure experiments are capturing accurate physics. The real -
time feedback between these aspects is key. The potential here is to reveal the foundational 
physics and chemistry dictating the system behavior and have the ability to predict behaviors that 
are currently inaccessible or extremely time-expensive, such as electronic structure evolution and 
creep. Additionally, these approaches could generate rich and consistent datasets useful for 
calibration, benchmarking, and AI/ML across the nuclear energy community. 

The effect on energy technologies is the establishment of enabling technology for energy sciences 
across DOE. This technology is the development of the sensor-fusion architecture for bridging 
multifidelity, multiresolution experiments; computational modeling; and data science to control the 
dynamic behavior of any complex system. Here, the application space is for nuclear fission and 
fusion systems, but this idea could be transplanted to tackle other foundational physics challenges 
(e.g., in additive manufacturing, hydrogen storage, hypersonics, and structural materials).  
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SIDEBAR 7—EXPERIMENTAL STEERING WITH ML-DRIVEN DATA FUSION. Accelerating materials discovery and 
addressing knowledge gaps in foundational physical and chemical processes that underpin nuclear fission 
and fusion will be achieved by bridging multifidelity, multiresolution experiments; multiscale modeling; 
and data science. A pressing need exists to combine complementary techniques into an integrated, 
multimodal analysis framework to link characterization experiments with model prediction. Data fusion, 
bringing together different types of data (from x-ray, neutron, and optical probes) collected across 
multiple length and timescales (angstroms to centimeters, subpicoseconds to hours) at simultaneous 
extreme conditions, is challenging. However, by developing new, data-driven, and physics-informed 
formalisms in ML, efficiently steering high-throughput experiments and providing efficient 
computational screening tools should be possible. Here, microreactors, advanced small modular 
reactors, or test vessels, which create the extreme, harsh conditions of interest and are coupled with 
DOE light sources[97] and other experimental facilities, are leveraged to enable data–sensor fusion for 
simultaneous measurements and modeling. For instance, experimental steering could be applied to 
understanding radiation damage processes in blanket or diverter materials in a tokamak for fusion 
science[98] or corrosion processes in MSRs.[99] While in the extreme environmental state (high-
temperature, corrosion, high-intensity laser irradiation for sustained plasma formation/neutron 
irradiation), in situ measurements of structure, defects, oxidation state, and more are collected. Novel 
and traditional operando methods—such as electrochemical sensing, microscopy (e.g., dynamic TEM, 
scanning electron microscopy), time-resolved x-ray diffraction at third- and fourth-generation light 
sources, neutron and x-ray tomography (e.g., coherent diffractive imaging, phase contrast imaging, and 
dark-field microscopy), and time-resolved soft/hard x-ray absorption and emission spectroscopies—can 
be combined to reveal material and chemical dynamics in action, as seen here in corrosion cracking.[100]  

This sensor/data fusion enables simultaneous characterization of processes, which could include 
transient chemical species formation,[60] radiation damage cascades influencing microstructures, or the 
influence of the environment on surface films and chemistry. As data are curated and integrated into a 
physics-based model, the ML-driven active feedback loop, using large-scale, high-performance 
computing resources,[101] is established to aid in steering the experiment. Steering could include what 
new or next data point should be collected, at what extreme condition, and with what type of 
measurement to be made over the needed length or timescale where the model is missing data fidelity. 
Data-driven, multiscale modeling requires high-throughput calculations at various scales and fidelities. 

  
This requirement points to the need for leveraging exascale computing to deliver higher simulation and 
data processing rates.[92] These
sequences should be
automated and uncertainty
quantification driven to bridge
knowledge gaps across
multiple scales. The aim of
experimental steering is to
provide a holistic picture  
of materials and chemical 
challenges facing the fission 
and fusion energy
communities, examining the 
entirety of advanced fuel 
cycles or structural materials
degradation.
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PRO 5:  Harness Artificial Intelligence to Design Inherently Resilient 
Condensed Phases  

Overarching Question: What defines self-resilient mechanisms, and how can they be discovered 
in nuclear materials and chemical systems in coupled extreme environments? 

Arguably one of the most critical factors in the fast deployment of advanced nuclear reactors with 
major improvements in safety and economics is the development of condensed phases, such as 
materials and coolants, that are resilient to aggressive environments. However, the discovery, 
improvement, and assessment of materials resistant to extreme environments (see Sidebar 3), 
such as high radiation damage and corrosion rates, in advanced reactors is quite demanding, 
time-consuming, and costly, which represents a significant barrier to innovation and qualification 
of novel condensed phases for nuclear energy. Over the past decades, significant effort has been 
devoted to the development of a bottom-up multiscale modeling framework of nuclear systems 
(Figure 10). This framework is based on first-principles quantum scale modeling at the atomic 
and picosecond scales to eventually describe macroscale structure–property–performance 
relationships over decades. Over the past 25 years, the speed of supercomputers has increased 
roughly tenfold every 5 years. Assuming that same rate in the future, as predicted by Moore’s law, 
means it would take centuries before one can fully model a nuclear system with fully  resolved 
atomic-scale tools. To circumvent this issue of time, the research community continues to explore 
scale-bridging methods involving systematically upscaling the lower-scale physics into 
computationally tractable higher-scale constructs. This time issue has been identified as an 
ongoing challenge (PRO 4). Unfortunately, scale-bridging is plagued by uncertainty propagation 
across scales. Additionally, this approach is also limited by the simple fact that only known physics 
can be modeled, and the behavior in coupled extremes is often driven by unknown physics. 
Finally, this approach hinders the discovery of novel, and potentially groundbreaking, scientific 
phenomena. Thus, a new modeling paradigm critically needs to be developed to be capable of 
accelerating prediction of the response of condensed phases to extreme nuclear environments 
as well as enabling the discovery of novel scientific phenomena. 

5a.  Summary 

Because of the extreme nature of the fission and fusion environments, scientific understanding is 
quite limited of the responses of condensed phases, such as materials and coolants, to the 
coupled effects of temperature, irradiation, and environmental degradation. Materials scientists 
understand well that under irradiation alone, increasing the point defect sink density limits 
irradiation-induced damage (see Sidebar 8). Although manufacturing materials with a high sink 
density is relatively trivial, the targeted microstructures and microchemistries are often not stable 
under extreme conditions. Alternatively, if one possesses enough scientific understanding of the 
degradation processes, a system could be designed that would dynamically evolve toward a 
metastable state under coupled extremes to become self-resilient to further degradation (see 
Sidebar 8). This strategy is deemed quite promising, as discussed in PROs 1 and 3, but is limited 
and naturally biased by current physical understanding of the degradation mechanisms of 
materials and coolants. For instance, novel self-resilient mechanisms (i.e. not relying on sink 
density from manufacturing; see, for instance, driven alloys)[102] have been identified recently, 
such as the chemical complexity of CCAs, which would (1) increase irradiation damage cascade-
induced phonon scattering, resulting in longer cascade lifetime and less surviving point defects; 
(2) create a complex vacancy and interstitial migration path distribution, limiting extended defect 
nucleation and growth kinetics; or (3) form very stable, short-range, ordered structures. Additive 
manufacturing is also deemed a promising technique to manufacture novel self-resilient alloys. 
Indeed, the ability to control processing parameters during the build opens up new opportunities 
such as the design of complex heterostructures (i.e., fuels) or chemical gradients, which could 
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result in self-resilient systems. Following these two relatively recent examples, it is expected that 
the identification of additional novel self-resilient mechanisms is within grasp. 

However, this identification process is hindered by the vast feature space inherent to these new, 
promising materials and approaches (see Sidebar 9). This hinderance creates an interesting 
paradigm in which the current approach relying on current physical understanding to discover 
novel self-resilient mechanisms is inherently limiting, and the search space enabled by novel, 
promising approaches is deemed too vast to enable such discoveries in a timely fashion. The 
advent of high-throughput experiments (HTEs) and their coupling to ML and AI could break this 
conundrum, as evidenced in other materials science fields (see Sidebar 9). Interestingly, the 
dynamic and complex nature of advanced nuclear coolants, such as molten salts, is also facing 
similar challenges, and HTE coupled to AI/ML could lead to a better chemical and structural 
understanding of these dynamic ensembles, which is a need detailed under PROs 1, 2, and 3.  

Thus, HTEs coupled to AI/ML would be a very efficient 
approach to the identification of novel self-resilient 
mechanisms for nuclear systems in coupled extremes. 
However, the success of such approaches often scales 
with the size and quality of the dataset. Unfortunately, 
paucity of data is inherent to the nuclear field because of 
the difficulty in obtaining high-quality and large datasets 
in coupled extremes, whether experimentally or 
theoretically. Novel approaches are sought to overcome 
these challenges, as highlighted under PRO 4. 
Additionally, specifically crafted iterative AI/ML 
approaches should be designed within those 
limitations.[103] In particular, physics-based AI, also 
known as scientifically guided AI, is a promising path to 
enable the discovery of novel self-resilient mechanisms 
using data-augmented approaches within limited-size 
datasets (see schematic in Figure 11). 

 

 
Figure 11. Schematic representation of the 
applicable domain of scienti�cally guided ML.
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SIDEBAR 8—SELF-RESILIENT MECHANISMS IN NUCLEAR MATERIALS. Radiation damage creates a large population 
of point defects and small defect clusters. When they recombine and annihilate, they have minimal 
effects on materials. Self-resilient mechanisms promote recombination and annihilation of defects 
produced by irradiation. An important scientific and technological challenge is how to design a 
microstructure to maximize the efficiency of self-resilience and maintain the effectiveness during 
irradiation or, better yet, evolve toward more resilient states under irradiation. With effective self -
resilient mechanisms, radiation effects may no longer be a limiting factor in materials degradation in 
nuclear reactor environments. Known self-resilient mechanisms rely on various types of defect sinks such 
as high-angle grain boundaries, immiscible interfaces in nanolayered composites, twin boundaries, free 
surfaces, and phase boundaries to achieve enhanced radiation tolerance. Nanostructured materials such 
as nanocrystalline, nanolayered, nanotwinned, and nanoporous materials have generally, but not 
universally, shown enhanced radiation resistance because of their high-density defect sinks.[104] Grain 
boundaries have long been known to act as sinks for all types of defects. Improved radiation resistance 
in nanocrystalline materials result from their high density of grain boundaries serving as sinks for 
irradiation-induced defects.[105] A recent in situ ion irradiation study revealed surprising resilience and 
self-healing of twin boundaries in response to irradiation.[106] The migration and removal of various types 
of defect clusters generated under irradiation was revealed in nanoporous silver by an in situ krypton ion 
irradiation under TEM, offering new insight into the design of radiation-resistant materials by tailoring 
nanoscale porosity.[107] Misra et al. demonstrated that nanolayered niobium–copper composites 
containing interfaces with controlled sink efficiencies can achieve superior irradiation tolerance, high 
strength, and high thermal stability.[108] 
Nanoscale particles are also known to act as point defect recombination sites to mitigate damage from 

 
 

 
  

    

  
  

  
  

 
  

 
   

 

irradiation. Nanoparticles of yttrium oxide dispersed 
in ferritic steels have remarkably improved
radiation resistance.[109] A recent study by Du et al. 
showed that outstanding radiation resistance in 
steel can be realized by ultrahigh-density reversible 
nanoprecipitates.[110] Defects generated during 
irradiation were annihilated by the dissolving and 
renucleation of nearly coherent nanoprecipitates in 
the steel, a process called reversible disordering-or-
dering transition. Self-resilience to radiation 
damage is also influenced by crystal structure and 
chemical complexity. Face-centered cubic (fcc) 
crystal structures generally exhibit slightly higher 
defect production efficiency than body-centered 
cubic (bcc) crystal structures.[20] The more finely 
dispersed distribution of defect clusters observed in 
bcc crystal systems can also lead to more efficient 
defect annihilation during subsequent
microstructural evolution. The void-swelling of fcc 
metals is also generally more significant than bcc 
metals. A recent study has also shown that chemical 
complexity can be tuned to increase radiation 
resistance because of the more complex defect 
diffusion paths in materials with high chemical 
complexity, suppressing radiation damage
accumulation.[111]

Self-resilient nanostructured materials: (a–b) Plan-view TEM 
micrograph showing the as-prepared nanovoid-nanotwinned 
(nv-nt) copper film containing abundant nanovoids primarily 
surrounding columnar domain boundaries. Scale bar of (a) is 
100 nm; scale bar of (b) is 50 nm. (c) Cross-section TEM 
micrograph shows high-density Σ 3[56a] coherent twin 
boundaries (CTBs) with an average twin thickness of ~15 
nm and Σ 3[110] incoherent twin boundaries (ITBs), which 
were decorated by a large number of nanovoids with an 
average diameter of ~10 nm. The inserted selected area 
diffraction pattern confirms the formation of epitaxial nt Cu. 
Scale bar of (c) is 20 nm. (d) High-resolution TEM image of 
CTBs and ITBs. (e) A conceptual schematic of metals with 
CTB and ITB networks and nanovoids. (f) Inside a typical 
columnar grain radiation- induced interstitials or their loops 
can rapidly migrate towards ITBs, where they can migrate 
rapidly to nanovoids.[104]
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SIDEBAR 9—HIGH-THROUGHPUT EXPERIMENT–AI/ML FRAMEWORK APPLIED TO MATERIALS DISCOVERY. As an 
example, previous sections of this report emphasized the need to investigate CCAs as potential 
replacements for core internals, radiation shielding, heat exchangers, and more for various nuclear 
technologies. The chemical landscape of potential new CCAs is as immense as it is exciting. Even 
restricting the search for new potential five-component alloys to the 30 earth-abundant, nontoxic 
elements results in billions of possible composition-processing combinations that need to be 
explored.[112] This possibility results in far too many compounds to be brute-force calculated or 
synthesized via traditional high-throughput atomic-scale modeling or experimentation. Coupling these 
techniques with AI is the only currently existing method that enables the efficient exploration of such a 
highly dimensional space.[91c]  
To successfully employ AI to discover new materials, a few steps are necessary. For instance, Ren et al. 
demonstrated that to successfully predict new metallic glasses, one must first encode what is known 
about the features of materials that predict glass formation into the dataset.[113] In the case of metallic 
glasses, possible features are the compositionally averaged melting temperature or the configurational 
entropy of a given material. Additionally, to train a predictive model, a sufficiently informative dataset is 
necessary. Depending upon the learning task, the dataset need not be thousands or even hundreds of 
entries, but it must be sufficiently varied as to capture the expected variation in the observed behavior, 
and the user should have high confidence in the quality of the labels and values. The AI model can then 
be trained on the attributes of the training set, and it can be forward-modeled to predict the state of any 
arbitrary new alloy compositions. Such predictions have to be considered with caution; the model can be 
wrong for many reasons. Predictions sitting too far away from the training set (called extrapolation), 
erroneous data points in the training set being too influential for a particular set of predictions, or the 

 
 

 

 

Schematic depiction of a paradigm for rapid and 
guided discovery of materials through iterative 
combination of ML with HTE.[113]

features describing the materials’ missing key 
physics can all lead to incorrect predictions. 
However, by experimentally (in)validating the 
AI’s predictions, new information can also be 
provided to the model, improving its overall 
predictive performance regardless of whether 
it was correct or incorrect. By including 
humans in the analysis of the results of the 
studies, new knowledge is generated that 
helps to indicate new physicochemical rules 
that can be included as attributes to boost 
predictive accuracy of the AI and seed new 
scientific theory. 
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5b. Key Scientific Questions 

•  What are signatures of self-resilient mechanisms, and how can their discovery be facilitated 
in nuclear condensed phases, such as materials and coolants, considering currently limited 
scientific understanding of materials’ degradation in coupled extreme environments? 

•  Can a physics-based framework be integrated into AI models to enable AI for accurate 
prediction and extrapolation, further accelerating discovery of resilient condensed phases? 

•  How do researchers accurately identify and understand important feature–property 
relationships in condensed phases for fission and fusion applications? 

•  How do researchers design materials that will evolve to a favorable, dynamical, metastable 
state under extreme conditions? 

5c.  Scientific Challenges and Research Opportunities 

•  Develop AI models to discover important mechanistic features, or vector of features, with the 
potential to identify novel self-resilient mechanisms. 

•  Improve physics-based models with scientifically guided AI models to enable interpolation and 
extrapolation of complex multiscale feature–property relationships. 

Develop AI models to discover important mechanistic features, or vectors of features, with 
the potential to identify novel self-resilient mechanisms. 
The use of data-centric methods to improve predictability in materials science is not new, 
spanning from the development of the periodic table to novel automated semiconductor searches 
across thousands of compounds. However, the advent of AI methods has incredibly improved the 
capacity to analyze large datasets, predict materials’ responses in complex environments, and 
discover features of importance, including within radiative and harsh environments, in driving 
these responses.[114] Finding such features of importance using AI computational methods can 
also help validate physically based models.[114] For example, the influential features found in the 
neural network–based prediction of reactor pressure vessel steel embrittlement under irradiation 
have been found to be consistent with the general physical understanding of the dominant 
contributors to reactor pressure vessel behavior.[115] This validation further reinforces the ability of 
the data-centric model to interpolate, and possibly extrapolate, to other domains. Alternatively, AI 
approaches can also identify non-expected features of importance, potentially unraveling new 
science. For instance, it was recently discovered using various ML regression models, such as 
Random Forest Regressor, that the noble element (nickel) bulk diffusion coefficient was the most 
important feature governing the corrosion rate of FeCrMnNi CCAs in high-temperature molten 
salts.[116] This result was not originally expected and validates that a phenomenon analogous to 
dealloying occurs in high-temperature systems, paving the way for novel corrosion-resistant alloy 
design (see Figure 12).  
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The responses of systems in coupled extremes are unlikely to be driven by a single feature, and 
clustering approaches, such as K-means, are quite powerful in identifying vectors of features that 
are driving that response. At the same time, multiobjective optimization, in which multiple 
functionalities are optimized concurrently, is critical for the development of resilient materials for 
coupled extremes. Using those AI approaches appears quite promising in the field of nuclear 
systems to identify novel self-resilient mechanisms based on the concurrent effects of multiple 
features. For instance, examining the effects of electronic (PRO 1) and phonon band structures 
on irradiation cascade development and point defect diffusion paths using AI-based clustering 

 

 

 

Figure 12. AI models used to discover important features, with the potential to identify novel self-resilient mechanisms. (a) 
Random Forest Regressor–trained ML model prediction values of unseen total cation concentration in salt after corrosion of 
FeCrMnNi CCAs (500°C, 96 h in LiCl–KCl–EuCl3) vs. experimental values determined by inductively coupled plasma mass 
spectrometry. (b) Absolute percent error between Random Forest Regressor prediction and experimentally measured values 
on the trained and test datasets, and (c) bee-swarm plot showing the Shapley analysis results with nickel di�usion coe�cient 
ranking the highest (to be published).
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approaches could help better understand the specific self-resilient mechanisms of CCAs to 
irradiation. Of course, to fully enable the power of AI methods in the context of nuclear materials 
and coolants, the ability to automatically, and possibly autonomously, irradiate, corrode, and/or 
stress a variety of samples at different temperatures and rates with accelerated experiments and 
high-throughput online diagnostic tools will become absolutely necessary (see PRO 4). 
Researchers expect that high-throughput experiment irradiation and/or corrosion tests will be 
routinely performed in extreme environments in the future. However, these accelerated 
experiments must be correlated quantitatively to actual in-reactor conditions, and AI can help 
establish such connections. In particular, a mapping between high-fidelity, high-quality (but 
expensive and slow) experiments and high-throughput experiments could enable high-quality and 
accelerated predictions for new compositions of interest. 

Improve physics-based models with scientifically-guided AI models to enable 
interpolation and extrapolation of complex multiscale feature-property relationships. 
Physics-based modeling is the foundation for advancements in understanding environmental 
effects and structure–property relationships in fission and fusion materials, as well as for the 
development of new condensed phases. Physics-based modeling will continue to be a crucial 
component of materials research for nuclear energy. However, physics-based models face certain 
limitations (for instance, they are brittle and unreliable outside the bounds of their applicability). 
Conversely, AI/ML models are infinitely flexible, capable of constantly updating their predictions 
with the incorporation of new data. But they fail in extrapolation (generalization) and can 
overestimate their uncertainties outside the bounds of the data with which they were trained. 
Incorporating physics-based models into AI can be used to leverage the strengths of each 
approach and expand and accelerate the discovery of new materials and physical laws. Several 
avenues exist to unite scientifically guided AI and physics-based models, including using ML to 
improve the numerical description within physics-based models, using ML to extrapolate or 
interpolate from simpler to more complex systems, and using AI to determine underlying sources 
of variability for macroscopic material-response function (property) relationships. In the rest of this 
section, a few generalized examples are discussed. 

Physics-based models frequently involve generalized equations that need to be parameterized or 
even specified with different 
mathematical forms. Examples of 
models that are complex to 
parameterize are the cluster 
expansion[118] and the cluster 
dynamics methods;[119] an example 
of a model that requires different 
mathematical forms to describe 
different systems is the interatomic 
potentials used in molecular 
dynamics.[120] In these cases, ML 
can be effectively used to provide a 
more accurate numerical 
description of a given system 
represented in the physics-based 
model, providing more accurate 
results of the system behavior or 
characteristics. Alternative 
approaches to integrating AI with 
physics-based models involve 

 

 
 

Figure 13. A Gaussian process model can e�ectively reproduce the grain 
size dependence of the mechanical strength of an alloy even though it is 
completely devoid of any knowledge of the e�ect of the density of grain 
boundaries for large-grain metals, the e�ect of grain boundary sliding in 
nanocrystalline alloys, or even the regime change.[117]
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interpolative or extrapolative methods for determining more complex system properties based on 
the characteristics of simpler systems. For example, a physics-based model can be used to 
predict a given property of several two-component systems, and physics-based AI can be used 
to predict the property for a three- or four-component system based on the two-component 
systems, for which a physics-based computation would be significantly more expensive (e.g., the 
elastic constants of multicomponent systems predicted from bicomponent systems). This method 
is well-suited for relationships that are qualitatively understood but not easily quantifiable. 
However, the degree of extrapolation and its influence on model performance must be carefully 
assessed. As an example, DeCost et al. demonstrated the creation of an AI model that combined 
empirical relationships between grain size and corrosion rate with a nonparametric model that 
accounts for the compositional contribution to corrosion resistance. Using this model, estimates 
of the Hall–Petch coefficients for each alloy were extracted, and a grain-size independent 
corrosion rate was also extracted.[121] However, one challenge to AI-based extrapolative methods 
is the possibility of a sharp transition in a property because of, for example, a phase change (see 
Figure 13).[117] 

The use of big data for black-box, brute-force number crunching for nuclear materials and 
coolants or solvents is less likely to occur for macroscale testing to predict properties because of 
the many causes for variability within materials. This method could be useful for determining 
sources of variability within a relationship between a measured response function and underlying 
material properties such as composition or grain structure, and in identification of property 
transition points. Computer vision is another area in which scientifically guided AI can provide a 
major impact. Conventional image analysis is laborious, resulting in low data throughput. 
Improving the quantity, quality, and uncertainty quantification of image statistics will improve the 
ability of researchers to quantify feature-property relationships.[122] 

5d.  Potential Impacts 

The rise in the use of AI/ML in the physical sciences demonstrates a strong possibility for using 
this approach to discover and develop novel, self-resilient materials for extreme environments. 
Multi-objective, scientifically guided AI frameworks have the potential to improve alloy design in 
coupled extremes and enable the discovery of new self-resilient mechanisms for materials under 
extreme environments. This new opportunity in nuclear materials research will have significant  
scientific impact by enhancing understanding of structure–property–performance relationships 
and accelerating the discovery of new mechanisms using scientific knowledge and data, either 
from the literature or acquired in operando. Successes in this area would provide novel resilient 
materials on a timeline conducive to high-temperature nuclear fission and fusion systems 
deployment. Additionally, using scientifically guided AI methods to design materials resilient to 
extreme environments would serve as a guide for other scientific and technology fields (e.g., 
renewable energies, space exploration) and could possibly be adapted for novel and robust , 
repeatable, predictable processing routes to prequalify high-temperature materials for nuclear 
applications. 
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3. Closing Remarks 
This report describes existing knowledge gaps, scientific and technical challenges, and, most of 
all, the fundamental science needs for successfully supporting and implementing innovation in 
nuclear technologies. These needs are summarized in the five PROs presented herein that are 
designed to accelerate discovery and set research priorities for the development and deployment 
of robust, resilient, advanced nuclear systems over the next decade. The PROs build upon but 
reach further than established research directions outlined in previous BES workshops and 
reports; they also provide a framework for the basic research needed to develop novel materials, 
coolants, and solvents that will serve as the foundation of future nuclear energy systems. The last 
few years have seen the advent of new reactor designs, both for fission and fusion. Further 
innovation can be expected in the coming years, but it will be accelerated by a solid scientific 
foundation for understanding, describing, and predicting the behavior and performance of 
condensed phases in coupled extreme environments. The PROs described here detail advances 
in understanding materials, coolants, and solvents in extreme conditions as well as the 
development of novel experimental, modeling, and data science approaches that will aid in the 
innovative design of new reactor concepts. Furthermore, the science represented by these PROs 
will have broader effects, aiding in the development of materials and chemical systems that will 
benefit renewable energy, microelectronics, and other applications in which robust materials are 
needed for enhanced performance.  
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Appendix A. Charge 
PURPOSE AND OBJECTIVE(S): This roundtable, organized by the Office of Basic Energy 
Sciences in coordination with the Offices of Advanced Scientific Computing Research, Fusion 
Energy Sciences, and Nuclear Energy, will assess the status of the field and identify the 
fundamental science bottlenecks and gaps in the fundamental understanding that limit innovation 
in current nuclear technologies. The outcome of the roundtable will be identification of priority 
research opportunities (PROs) for fundamental science to accelerate progress in nuclear energy 
innovation. The aims are to define the new insights needed from basic research to enable future 
scientific and technological advances in materials and chemistry that are required for advanced 
nuclear energy systems, including both fission and fusion. The roundtable will focus on four topics 
that are critical to sustainable nuclear technologies—materials that can endure the harsh 
environments encountered in the new reactor designs as well as fusion systems, physical and 
chemical evolution in coolants, in situ sensing under extreme conditions, and computationally-
driven discovery and accelerated data generation. A key aspect to this roundtable will be the use 
of artificial intelligence and machine learning to accelerate discovery. The roundtable will engage 
participants in discussions of technological and scientific challenges and fundamental science 
opportunities. Participants in the roundtable will contribute to a report that describes the scientific 
challenges and the PROs, which will inform future Basic Energy Sciences research directions in 
this important area. 
 
The initial discussion of scientific challenges will focus on the following focus areas.  
•  Panel 1: Materials Discovery and Resilience in Advanced Nuclear Systems  

Materials in nuclear systems are subjected to extreme and complex environments over their 
lifetime. This requires the development of specific and tailored property responses for which 
the underpinning science is lacking. Multi-objective design and functionality of materials for 
coupled extreme environments will require new scientific approaches, including multi -modal 
characterization of defects in materials. 

•  Panel 2: Physical Processes and Chemical Evolution in Nontraditional Coolants and 
Solvents 
Opportunities exist to exploit the versatile coordination features of f-elements and fission 
products in nontraditional fuel and coolant environments to facilitate system improvements as 
well as chemical and physical separations. In addition, fundamental understanding of extreme 
fluids that act as coolants in advanced reactor concepts is critical for future innovation. 

•  Panel 3: Spectroscopic Signatures and In Situ Sensing under Extreme Conditions  
It is critical to understand the changes that occur due to exposure to extreme environments 
over the lifetime of a reactor in order to enhance efficiency and extend lifetimes. This will 
require fundamental science to predict the evolving changes in the systems, but also new 
approaches for inducing and leveraging spectroscopic signatures in in situ, online monitoring 
of transient chemical speciation. The science and innovation in techniques/instrumentation for 
in situ, real-time sensing are central to user facilities. 

 
The initial discussion will also consider cross-cutting opportunities that can provide synergy 
among these three areas. 
•  Panel 4: Cross-Cutting: Computationally-Driven Discovery and Accelerated Data 

Generation 
Advanced machine learning and artificial intelligence can be used to enhance predictability of 
materials performance and evolution of chemical speciation, including automated integration 
of data from multiscale modeling and experiment. This could include advanced methods for 
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prediction and computational science for data collection and interpretation specific to extreme 
environments that include radiation.  
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Appendix B. Attendees 
Roundtable Co-Chairs 
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Accelerating Nuclear Energy Innovation: Reflections from CASL and Exascale” 
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Oak Ridge National Laboratory) 
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Appendix C. Agenda 
Virtual Meeting 

Platforms: Zoom and Google Drive 
 

July 20–22, 2022 
 

**All times indicated are Eastern** 
 

Day 1: Wednesday, July 20, 2022 

10:45–11:00 AM Log-In 

11:00–11:20 AM Welcome Comments 
   Dr. Asmeret Berhe—Director, Office of Science (10 min) 
   Dr. Kathryn Huff—Assistant Secretary for Nuclear Energy (10 min) 

11:20–11:30 AM Welcome, Roundtable Charge, Goals, and Logistics (10 min) 
   Dr. Marianne Walck, Idaho National Laboratory 
   Dr. Blas Uberuaga, Los Alamos National Laboratory 
   Dr. Rebecca Abergel, UC Berkeley / Lawrence Berkeley National Laboratory 

11:30–12:05 PM Opportunities for Advanced Computing in Accelerating Nuclear Energy 
Innovation: Reflections from CASL and Exascale 

   Dr. Doug Kothe, Oak Ridge National Laboratory (25 min presentation + 10 min Q&A) 

12:05–12:40 PM Commercial Perspective on Future Research Needs 
   Ms. Christine King, Idaho National Laboratory (25 min presentation + 10 min Q&A) 

12:40–1:05 PM Logistics and Summary of Homework Assignments (Co-Chairs, 25 min) 

1:05–1:30 PM Break (25 min) 

1:30–4:00 PM Breakout Session I: Science Focus 
Panel 1: Materials Discovery and Resilience 
Panel 2: Physical Processes and Chemical Evolution 
Panel 3: Spectroscopic Signatures and In Situ Sensing 
Panel 4: Cross-cutting Computational Research—panelists will directly participate and 
interact on other panels: 

    1:30–2:00 Panelists start in cross-cutting panel for role assignment 
2:00–3:30 Panelists participate in specific/assigned panels (1, 2, or 3) 
3:30–4:00 Panelists return to cross-cutting panel with notes to coordinate ideas 

across panels 

4:00–4:30 PM Break (30 min) 

4:30–6:00 PM Plenary Session I: Panel Reports: Report out—Discussion and Identification of 
Potential PROs 

6:00 PM Adjourn 

This requirement points to 
the need for leveraging
exascale computing to
deliver higher simulation
and data processing
rates.[92] These sequenc-
es should be automated 
and uncertainty quantifi-
cation driven to bridge 
knowledge gaps across 
multiple scales. The aim of 
experimental steering is to 
provide a holistic picture 
of materials and chemical 
challenges facing the 
fission and fusion energy 
communities, examining 
the entirety of advanced 
fuel cycles or structural 
materials degradation.
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Day 2: Thursday, July 21, 2022 

10:45–11:00 AM Log-In 

11:00–1:00 PM  Breakout Session II: Science and Gap/Synergy Crosscut Discussion 
Panelists from Panel 4 may be re-assigned for this session: 

   11:00–12:00 Panelists start in specific/assigned panels (1, 2, or 3) 
12:00–1:00 Panelists return to cross-cutting panel 

1:00–1:30 PM Break (30 min) 

1:30–3:30 PM Plenary Session II: Panel Reports: Report out from Breakout Session II Discussion 
and Identification of Potential Cross-cut PROs for inclusion in report 

3:30–4:30 PM Break (60 min) ** time for Chairs to collate feedback from Plenary Session II** 

4:30–6:00 PM Plenary III: Presentation of PRO’s/Closing Remarks/Adjourn 
Roundtable Chairs (M. Walck, B. Uberuaga, R. Abergel) 

6:00 PM  Adjourn 
 
Day 3: Friday, July 22, 2022 ***Roundtable chairs, panel leads and designated writers only*** 

10:45–11:00 AM Log-In 

11:00–11:30 AM Plenary III: Introduction of writing assignments/writing groups 
   Roundtable Chairs (M. Walck, B. Uberuaga, R. Abergel) 
 
11:30–1:00 PM Writing/editing session 1 

1:00–2:00 PM Break (60 min) 

2:00–6:00 PM Writing/editing session 2 

6:00 PM  Adjourn 
 

Day 4: Friday, August 12, 2022 ***Roundtable chairs, panel leads and designated writers only*** 

8:45–9:00 AM Log-In 

9:00–11:00 AM Plenary IV: Overview of writing progress and writing/editing session 3 
Roundtable Chairs (M. Walck, B. Uberuaga, R. Abergel) 

11:00 AM  Adjourn 
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